
Title: Integral norm discretization and related problems
Journal Information: Russian Mathematical Surveys,
Author(s): Dai F., Prymak A., Temlyakov V.N., Tikhonov

S.Yu..
Volume, pages: 74 52, DOI:[10.1070/RM9892]

10.1070/RM9892


ar
X

iv
:1

80
7.

01
35

3v
3 

 [
m

at
h.

N
A

] 
 2

1 
M

ay
 2

01
9 Integral norm discretization and related

problems ∗

F. Dai, A. Prymak, V.N. Temlyakov, and S. Tikhonov

Abstract

The problem of replacing an integral norm with respect to a given

probability measure by the corresponding integral norm with respect

to a discrete measure is discussed in the paper. The above problem is

studied for elements of finite dimensional spaces. Also, discretization

of the uniform norm of functions from a given finite dimensional sub-

space of continuous functions is studied. We pay special attention to

the case of the multivariate trigonometric polynomials with frequen-

cies from a finite set with fixed cardinality. Both new results and a

survey of known results are presented.
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1 Introduction

We study discretization of Lq norms of functions from finite dimensional sub-
spaces. In the case of 1 ≤ q <∞ this problem can be formulated as a problem
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of numerical integration. Let us return to the question of discretization of
Lq norm after a general discussion of the numerical integration problem.

Numerical integration seeks good ways of approximating an integral
∫

Ω

f(x)dµ(x)

by an expression of the form

Λm(f, ξ) :=

m
∑

j=1

λjf(ξ
j), ξ = (ξ1, . . . , ξm), ξj ∈ Ω, j = 1, . . . , m. (1.1)

It is clear that we must assume that f is integrable and defined at the points
ξ1, . . . , ξm. Expression (1.1) is called a cubature formula (ξ,Λ) (if Ω ⊂ Rd, d ≥
2) or a quadrature formula (ξ,Λ) (if Ω ⊂ R) with nodes ξ = (ξ1, . . . , ξm) and
weights Λ := (λ1, . . . , λm) ∈ Rm. We do not impose any a priori restrictions
on nodes and weights. Some nodes may coincide and both positive and
negative weights are allowed.

Some classes of cubature formulas are of special interest. For instance,
the Quasi-Monte Carlo cubature formulas, which have equal weights 1/m,
are important in applications. We use a special notation for these cubature
formulas

Qm(f, ξ) :=
1

m

m
∑

j=1

f(ξj).

Other examples include positive weights and weights satisfying stability con-
straint

∑m
j=1 |λj| < const.

Typically, one is interested in good cubature formulas for a given function
class. The term good can be understood in different ways. Cubature formulas
providing exact numerical integration for functions from a given class can be
considered “best”. If a cubature formula is not exact on a given class then we
need to introduce a concept of error. Following the standard approach, for a
function class W we introduce the concept of error of the cubature formula
Λm(·, ξ) by

Λm(W, ξ) := sup
f∈W

∣

∣

∣

∣

∫

Ω

fdµ− Λm(f, ξ)

∣

∣

∣

∣

.

The quantity Λm(W, ξ) is a classical characteristic of the quality of a given
cubature formula Λm(·, ξ). This setting is called the worst case setting in
the Information Based Complexity (see, e.g., [45]). Notice that the above
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error characteristic provides an absolute error independent of an individual
function from the class.

Recently, in a number of papers (see [39], [40], [41]) a systematic study
of the problem of discretization of the Lq norms of elements of finite dimen-
sional subspaces has begun. The first results in this direction were obtained
by Marcinkiewicz and by Marcinkiewicz-Zygmund (see [47]) for discretization
of the Lq norms of the univariate trigonometric polynomials in 1930s. This
is why we call discretization results of this kind the Marcinkiewicz-type the-
orems. We discuss here the way of discretization which uses function values
at a fixed finite set of points. Therefore, this way can also be called sampling
discretization.

We discuss this problem in a rather general setting. Let Ω be a compact
subset of Rd and µ be a probability measure on Ω. We consider the space
Lq(Ω) = Lq(Ω, µ), 1 ≤ q <∞, of functions satisfying

‖f‖q :=
(
∫

Ω

|f |qdµ
)1/q

<∞.

In the case q = ∞ we define L∞(Ω) = C(Ω) as the space of continuous
functions on Ω with

‖f‖∞ := max
x∈Ω

|f(x)|.

In a special case when Ω is a discrete set ΩM = {xj}Mj=1 of distinct points x
j ,

we consider the measure µ such that µ(xj) = 1/M , j = 1, . . . ,M .
In the Marcinkiewicz-type discretization problems we study the numerical

integration problem for the class

W := Xq
N := {f ∈ Lq(Ω) ∩XN : ‖f‖q ≤ 1},

where XN is a finite dimensional subspace of Lq(Ω), 1 ≤ q <∞. An impor-
tant new feature of our approach is the measurement of the error – we study
the relative error of numerical integration. Let us now formulate explicitly
the main problems of our interest.

Marcinkiewicz problem. Let Ω be a compact subset of Rd with the
probability measure µ. We say that a linear subspace XN (usually N stands
for the dimension ofXN) of the Lq(Ω), 1 ≤ q <∞, admits the Marcinkiewicz-
type discretization theorem with parameters m and q if there exist a set
{ξν ∈ Ω : ν = 1, . . . , m} and two positive constants Cj(d, q), j = 1, 2, such
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that for any f ∈ XN we have

C1(d, q)‖f‖qq ≤
1

m

m
∑

ν=1

|f(ξν)|q ≤ C2(d, q)‖f‖qq. (1.2)

In the case q = ∞ (recall that we set L∞(Ω) = C(Ω)) we ask for

C1(d)‖f‖∞ ≤ max
1≤ν≤m

|f(ξν)| ≤ ‖f‖∞.

We will also use a brief way to express the above property: the M(m, q)
theorem holds for a subspace XN or XN ∈ M(m, q).

Marcinkiewicz problem with weights. We say that a linear subspace
XN of the Lq(Ω), 1 ≤ q < ∞, admits the weighted Marcinkiewicz-type
discretization theorem with parameters m and q if there exist a set of nodes
{ξν ∈ Ω}, a set of weights {λν}, ν = 1, . . . , m, and two positive constants
Cj(d, q), j = 1, 2, such that for any f ∈ XN we have

C1(d, q)‖f‖qq ≤
m
∑

ν=1

λν |f(ξν)|q ≤ C2(d, q)‖f‖qq. (1.3)

Then we also say that the Mw(m, q) theorem holds for a subspace XN or
XN ∈ Mw(m, q). Obviously, XN ∈ M(m, q) implies that XN ∈ Mw(m, q).

Marcinkiewicz problem with ε. We write XN ∈ M(m, q, ε) if (1.2)
holds with C1(d, q) = 1 − ε and C2(d, q) = 1 + ε. Respectively, we write
XN ∈ Mw(m, q, ε) if (1.3) holds with C1(d, q) = 1− ε and C2(d, q) = 1 + ε.
We also write XN ∈ Mw

+(m, q, ε) if XN ∈ Mw(m, q, ε) and (1.3) holds with
nonnegative weights λν . We note that the most powerful results are for
M(m, q, 0), when the Lq norm of f ∈ XN is discretized exactly by the formula
with equal weights 1/m. In case XN ∈ M(m, q, 0) we say that XN admits
exact discretization with parameters m and q. In case XN ∈ Mw(m, q, 0) we
say that XN admits exact weighted discretization with parameters m and q.

In the above formulations of the problems we only ask about existence
of either good {ξν} or good {ξν , λν}. Certainly, it is important to have
either explicit constructions of good {ξν} ({ξν , λν}) or deterministic ways to
construct good {ξν} ({ξν, λν}). Thus, the Marcinkiewicz-type problem can
be split into the following four problems: under some assumptions on XN

(I) Find a condition on m for XN ∈ M(m, q);
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(II) Find a condition on m for XN ∈ Mw(m, q);

(III) Find a condition on m such that there exists a deterministic construc-
tion of {ξν}mν=1 satisfying (1.2) for all f ∈ XN ;

(IV) Find a condition on m such that there exists a deterministic construc-
tion of {ξν , λν}mν=1 satisfying (1.3) for all f ∈ XN .

We note that the setting of the Marcinkiewicz-type problems is motivated
by applications. For instance, a typical approach to solving a continuous
problem numerically – the Galerkin method – suggests searching for an ap-
proximate solution from a given finite dimensional subspace. A standard way
to measure an error of approximation is an appropriate Lq norm, 1 ≤ q ≤ ∞.
Thus, the problem of discretization of the Lq norms of functions from a given
finite dimensional subspace arises in a very natural way.

The paper contains both new results and a brief survey. Section 2 provides
a survey of known results on the Marcinkiewicz-type discretization. This
section does not contain new results.

In Sections 3 and 4 we present new results with brief discussions. These
results are devoted to exact weighted discretization. In particular, Theo-
rems 3.1 and 3.2 solve completely the problem of exact weighted discretiza-
tion for general finite dimensional subspaces. Theorem 4.1 provides a more
general version of the Tchakaloff’s theorem (e.g., see [23]) with a different
proof.

Section 5 is devoted to the problem of Marcinkiewicz-type discretization
in L∞ on the subspace of trigonometric polynomials with frequencies from
a hyperbolic cross. This problem is still open (see Open problem 5 in the
last section). Here we present new results, which complement a phenomenon
discovered earlier (see the discussion in Section 2).

In Section 6 we present recent results from [15] and [16] on sampling dis-
cretization of the uniform norm of elements of finite dimensional subspaces.
These results show that the Marcinkiewicz-type inequalities in the uniform
norm are different from their counterparts in L1 and L2.

In Section 7 we address the following important from the point of view
of applications feature of discretization – universality (see [32] and [35]).
Universality means that we want to build a discretization pair ({ξν}, {λν})
which is good for each subspace from a given collection instead of being
good only for a single given subspace. We give there (see Subsection 6.1) a
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detailed survey of known results on universal discretization. Also, we present
new results (see Subsection 6.2) on universal discretization.

In Section 8 we present some open problems.

2 A brief survey

2.1 Trigonometric polynomials

In this subsection we deal with the 2π-periodic case of d-variate functions.
In this case Ω = Td and µ is a normalized Lebesgue measure on Td. We
discuss discretization theorems of Marcinkiewicz-type for subspaces of the
trigonometric polynomials. By Q we denote a finite subset of Zd, and |Q|
stands for the number of elements in Q. Let

T (Q) := {f : f =
∑

k∈Q

cke
i(k,x), ck ∈ C}.

Let us start with the well-known results related to the Marcinkiewicz-type
discretization theorems for the trigonometric polynomials. We first consider
the case Q = Π(N) := [−N1, N1] × · · · × [−Nd, Nd], Nj ∈ N or Nj = 0,
j = 1, . . . , d, N = (N1, . . . , Nd). We set

P (N) :=
{

n = (n1, . . . , nd) ∈ Z
d : 0 ≤ nj ≤ 2Nj , j = 1, . . . , d

}

,

and

xn :=

(

2πn1

2N1 + 1
, . . . ,

2πnd

2Nd + 1

)

, n ∈ P (N).

For any t ∈ T (Π(N)), one has

‖t‖22 = ϑ(N)−1
∑

n∈P (N)

∣

∣t(xn)
∣

∣

2
,

where ϑ(N) :=
∏d

j=1(2Nj + 1) = dim T (Π(N)). In particular, this implies
that for any N one has

T (Π(N)) ∈ M(ϑ(N), 2, 0). (2.1)
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In the case 1 < q <∞, the well-known Marcinkiewicz discretization theorem
(for d = 1) is given as follows (see [47], Ch.10, §7 and [35], Ch.1, Section 2):
for t ∈ T (Π(N)),

C1(d, q)‖t‖qq ≤ ϑ(N)−1
∑

n∈P (N)

∣

∣t(xn)
∣

∣

q ≤ C2(d, q)‖t‖qq, 1 < q <∞.

This yields the following extension of (2.1):

T (Π(N)) ∈ M(ϑ(N), q), 1 < q <∞.

For q = 1 or q = ∞, one needs some adjustments. Let

P ′(N) :=
{

n = (n1, . . . , nd) ∈ Z
d : 1 ≤ nj ≤ 4Nj, j = 1, . . . , d

}

and

x(n) :=

(

πn1

2N1
, . . . ,

πnd

2Nd

)

, n ∈ P ′(N).

If Nj = 0, we let xj(n) = 0. Set N := max(N, 1) and ν(N) :=
∏d

j=1N j .
Therefore, the following Marcinkiewicz-type discretization theorem

C1(d, q)‖t‖qq ≤ ν(4N)−1
∑

n∈P ′(N)

∣

∣t(x(n))
∣

∣

q ≤ C2(d, q)‖t‖qq, 1 ≤ q ≤ ∞,

implies that
T (Π(N)) ∈ M(ν(4N), q), 1 ≤ q ≤ ∞.

We note that ν(4N) ≤ C(d) dim T (Π(N)).
Let us now discuss the Marcinkiewicz-type discretization theorems for

the hyperbolic cross trigonometric polynomials (see [5] for a recent survey
covering a variety of topics related to the hyperbolic cross approximation).
For s ∈ Zd

+ we define

ρ(s) := {k ∈ Z
d : [2sj−1] ≤ |kj| < 2sj , j = 1, . . . , d}

where [x] denotes the integer part of x. By Qn denote the step hyperbolic
cross, i.e.,

Qn :=
⋃

s:‖s‖1≤n

ρ(s).
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Then the corresponding set of the hyperbolic cross polynomials is given by

T (Qn) :=

{

f : f =
∑

k∈Qn

cke
i(k,x), ck ∈ C

}

.

The problem on obtaining the sharp Marcinkiewicz-type discretization theo-
rems for the hyperbolic cross trigonometric polynomials is not solved yet. To
the best of our knowledge, no sharp results on the growth of m as a function
on n for the relation T (Qn) ∈ M(m, q) to hold for 1 ≤ q ≤ ∞, q 6= 2, are
known. Since Qn ⊂ Π(2n, . . . , 2n), from the above mentioned results we have

T (Qn) ∈ M(m, q), provided m ≥ C(d)2dn, 1 ≤ q ≤ ∞,

with large enough C(d). It seems that the first nontrivial result related to this
problem was derived in [31], where the set of points {ξν}pν=1 with p≪ 22nnd−1

such that for all t ∈ T (Qn) the inequality

‖t‖22 ≤
1

p

p
∑

ν=1

|t(ξν)|2

holds was constructed. Later on, a very nontrivial surprising negative result
was obtained in the case of q = ∞ (see [12, 13, 14] and Section 5 below).
It was proved that in order to have T (Qn) ∈ M(m,∞) it is necessary that
m≫ |Qn|1+c with absolute constant c > 0.

Moreover, it is worth mentioning that some deep general results on sub-
matrices of orthogonal matrices imply important Marcinkiewicz-type dis-
cretization theorems for q = 2. For example, Rudelson’s theorem [26] yields
the following result

T (Qn) ∈ M(m, 2), provided m ≥ C(d)|Qn|n

with large enough C(d); see also Subsection 2.3.
Let now discuss a recent breakthrough result by J. Batson, D.A. Spielman,

and N. Srivastava [3], which will be written using our notations.

Theorem 2.1 ([3]). Let ΩM = {xj}Mj=1 be a discrete set with the probability
measure µ(xj) = 1/M , j = 1, . . . ,M . Let also {ui(x)}Ni=1 be a real system of
functions on ΩM . Then for any number b > 1 there exist a set of weights wj ≥
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0 such that |{j : wj 6= 0}| ≤ bN so that for any f ∈ YN := span{u1, . . . , uN}
we have

‖f‖2L2(ΩM ) ≤
M
∑

j=1

wjf(x
j)2 ≤ b+ 1 + 2

√
b

b+ 1− 2
√
b
‖f‖2L2(ΩM ). (2.2)

As a particular case, we obtain the weighted version of the L2 Marcinkiewicz-
type discretization theorem, that is, (1.2) holds for the above XN with
m ≥ cN with the general weights wj instead of weights 1/m.

The next theorem was derived in [39] from the recent paper by S. Nitzan,
A. Olevskii, and A. Ulanovskii [21], which in turn is based on the paper of
A. Marcus, D.A. Spielman, and N. Srivastava [18].

Theorem 2.2 ([39, Theorem 1.1]). There are three positive absolute con-
stants C1, C2, and C3 with the following properties: For any d ∈ N and any
Q ⊂ Z

d there exists a set of m ≤ C1|Q| points ξj ∈ T
d, j = 1, . . . , m such

that for any f ∈ T (Q) we have

C2‖f‖22 ≤
1

m

m
∑

j=1

|f(ξj)|2 ≤ C3‖f‖22.

In other words, Theorem 2.2 provides a solution of the Marcinkiewicz-
type discretization theorem for the T (Q) in the L2 case for any Q. For more
details regarding the L2 case see Subsection 2.3, the paper [40], and Kashin’s
paper [10], where the author discusses a recent spectacular progress in the
area of submatrices of orthogonal matrices.

We formulate some other results of [39]. It was proved there that for
d = 2

T (Qn) ∈ M(m, 1), provided m ≥ C|Qn|n7/2

with large enough C, and for d ≥ 3

T (Qn) ∈ M(m, 1), provided m ≥ C(d)|Qn|nd/2+3

with large enough C(d). The above result was improved in [40] to the fol-
lowing one. For any Q ⊂ Π(N) with N = (2n, . . . , 2n) we have

T (Q) ∈ M(m, 1), provided m ≥ C(d)|Qn|n7/2
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with large enough C(d). This gives rise to the following intriguing open
problem (see also open problem 5 in the last section): does the relation
T (Qn) ∈ M(m, 1) hold with m ≍ |Qn|?

We note that the results of [39] and [40] mentioned above were derived
using probabilistic technique. In more detail, the following ingredients were
used: a variant of the Bernstein concentration measure inequality from [4],
the chaining technique from [17] (see also [37], Ch.4), and the recently ob-
tained [38] bounds of the entropy numbers. It is worth mentioning that the
application of chaining technique was initiated by A.N. Kolmogorov in the
30s of the last century. After that results of these type were established in
the study of the central limit theorem in probability theory (see, e.g., [7]).
See also [29] for further results on the chaining technique.

Let us stress again that the approach used in [39] is based on the proba-
bilistic technique. As a consequence, we derive the existence of good points
for the Marcinkiewicz-type discretization theorems, but no algorithm of con-
struction of these points is offered. We believe that the problem of determin-
istic constructions of point sets, which give at least the same bounds for m
as the probabilistic approach does, is of great importance. A deterministic
construction based on number theoretical considerations was suggested in
[39]. Even though this approach can be applied for quite general finite sets
Q ⊂ Z

d, it is restricted to the case q = 2.
Let us discuss the case q = 2 in more detail. First, using the probabilis-

tic technique, one proves the Marcinkiewicz-type discretization theorem for
m ≥ C|Qn| with some large enough constant C (see Theorem 2.2). Second,
the deterministic Marcinkiewicz-type discretization theorem in L2 holds (see
[39]) for m ≥ C(d)|Qn|2 with large enough constant C(d) in the exact form
with C1(d, 2) = C2(d, 2) = 1 (see Sections 1 and 3). Namely, the exact dis-
cretization theorem states that for a given set Q we construct a set {ξν}mν=1

with m ≤ C(d)|Q|2 such that for any t ∈ T (Q) we have

‖t‖22 =
1

m

m
∑

ν=1

|t(ξν)|2.

Note that the probabilistic approach requires bounds on the entropy numbers
εk(T (Q)q, L∞) of the unit Lq balls of T (Q) in L∞, which is a deep and
demanding question by itself. To attack this problem, an approach using
greedy approximation methods has been recently established in [38].

We discussed in [15] and [16] the following setting of the discretization
problem of the uniform norm. Let Sm := {ξj}mj=1 ⊂ Td be a finite set of
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points. Clearly,
‖f‖L∞(Sm) := max

1≤j≤m
|f(ξj)| ≤ ‖f‖∞.

We are interested in estimating the following quantities

D(Q,m) := D(Q,m, d) := inf
Sm

sup
f∈T (Q)

‖f‖∞
‖f‖L∞(Sm)

,

D(N,m) := D(N,m, d) := sup
Q,|Q|=N

D(Q,m, d).

Certainly, one should assume that m ≥ N . Then the characteristic D(Q,m)
guarantees that there exists a set of m points Sm such that for any f ∈ T (Q)
we have

‖f‖∞ ≤ D(Q,m)‖f‖L∞(Sm).

In the case d = 1 and Q = [−n, n] classical Marcinkiewicz theorem (see [42],
p. 24) gives for m ≥ 4n that D([−n, n], 4n) ≤ C. Similar relation holds for
D([−n1, n1]× · · · × [−nd, nd], (4n1)× · · · × (4nd)) (see [42], p. 102).

It was proved in [16] that for a pair N , m, such that m ≍ N we have
D(N,m) ≍ N1/2. We formulate this result as a theorem.

Theorem 2.3 ([16]). For any constant c ≥ 1 there exists a positive constant
C such that for any pair of parameters N , m, with m ≤ cN we have

D(N,m) ≥ CN1/2.

Also, there are two positive absolute constants c1 and C1 with the following
property: For any d ∈ N we have for m ≥ c1N

D(N,m, d) ≤ C1N
1/2.

The first part of Theorem 2.3 follows from Corollary 6.1 (see (6.23)) and
the second part follows from Theorem 2.9.

It is interesting to compare Theorem 2.3, which provides a result on
discretization of the uniform norm, with the cited above known result –
Theorem 2.2 – on discretization of the L2 norm.
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2.2 General subspaces in L1

We begin with the definition of the entropy numbers. Let X be a Banach
space and let BX denote the unit ball of X with the center at 0. Denote
by BX(y, r) a ball with center y and radius r, that is, BX(y, r) = {x ∈ X :
‖x − y‖ ≤ r}. For a compact set A and a positive number ε we define the
covering number Nε(A) as follows

Nε(A) := Nε(A,X) := min{n : ∃y1, . . . , yn ∈ A, A ⊆ ∪n
j=1BX(y

j, ε)}.

It is convenient to consider along with the entropyHε(A,X) := log2Nε(A,X)
the entropy numbers εk(A,X):

εk(A,X) := inf{ε : ∃y1, . . . , y2k ∈ A, A ⊆ ∪2k

j=1BX(y
j, ε)}.

In our definition of Nε(A) and εk(A,X) we require yj ∈ A. In a standard
definition of Nε(A) and εk(A,X) this restriction is not imposed. However, it
is well known (see [37], p.208) that these characteristics may differ at most
by a factor 2. The following general conditional result has been recently
obtained in [40].

Theorem 2.4 ([40]). Suppose that the L1 unit ball X
1
N := {f ∈ XN : ‖f‖1 ≤

1} of a subspace XN satisfies the condition (B ≥ 1)

εk(X
1
N , L∞) ≤ B

{

N/k, k ≤ N,
2−k/N , k ≥ N.

Then for large enough absolute constant C there exists a set of

m ≤ CNB(log2(2N log2(8B)))2

points ξj ∈ Ω, j = 1, . . . , m, such that for any f ∈ XN we have

1

2
‖f‖1 ≤

1

m

m
∑

j=1

|f(ξj)| ≤ 3

2
‖f‖1.

In particular, this result shows that the investigation of the entropy num-
bers εk(X

1
N , L∞) plays a crucial role to prove the Marcinkiewicz discretization

theorems in L1.
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The study of the entropy numbers is a highly nontrivial and intrinsically
interesting subject. Let us show this for trigonometric polynomials. On the
one hand, it is known [38] that in the case d = 2 one has

εk(T (Qn)1, L∞) ≪ n1/2

{

(|Qn|/k) log(4|Qn|/k), k ≤ 2|Qn|,
2−k/(2|Qn|), k ≥ 2|Qn|,

(2.3)

where T (Qn)1 = {f ∈ T (Qn) : ‖f‖1 ≤ 1}. The proof of the estimate (2.3) re-
lies on a version of the Small Ball Inequality for the trigonometric system ob-
tained for the wavelet type system (see [38]). This proof is strongly based on
the two-dimensional structure and its extension for higher dimensional case
is problematic. On the other hand, by the trivial estimate log(4|Qn|/k) ≪ n,
(2.3) yields the following inequality

εk(T (Qn)1, L∞) ≪ n3/2

{

|Qn|/k, k ≤ 2|Qn|,
2−k/(2|Qn|), k ≥ 2|Qn|.

(2.4)

Even though to obtain new upper bounds of the entropy numbers of smooth-
ness classes the latter inequality is less applicable than estimate (2.3), both
estimates (2.3) and (2.4), applied to the Marcinkiewicz-type discretization
theorems, give the same bounds on the number of nodes m≪ |Qn|n7/2.

As was mentioned above, an extension of (2.3) to the case d > 2 is not
established. A somewhat straightforward technique given in [39] allows us to
claim that for all d

εk(T (Qn)1, L∞) ≪ nd/2

{

(|Qn|/k) log(4|Qn|/k), k ≤ 2|Qn|,
2−k/(2|Qn|), k ≥ 2|Qn|.

This can be used to derive the Marcinkiewicz inequality (1.2) in L1 (see [39]).
We stress that in the paper [40] the proof of (2.4) is given for all d and for
general sets T (Q)1 instead of T (Qn)1.

A very interesting open question is to investigate, even in the special
case of the hyperbolic cross polynomials T (Qn), if the relation T (Qn) ∈
M(m, 1) with m ≍ |Qn| is valid. From the results of [39] and [40], the
above relation holds with m≫ |Qn|n7/2. The extra factor n7/2 appears as a
result of applying (2.4), which contributed n3/2, and of applying the chaining
technique, which contributed n2.

Let XN = span(u1, . . . , uN) be a real subspace of L1(Ω). Let us impose
several assumptions on the system {ui}Ni=1 of real functions, which are needed
to state the discretization result in the case q = 1 ([40]).
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A. There exist α > 0, β, and K1 such that for all i ∈ {1, . . . , N} we have

|ui(x)− ui(y)| ≤ K1N
β‖x− y‖α∞, x,y ∈ Ω.

B. There exists a constant K2 such that ‖ui‖2∞ ≤ K2, i = 1, . . . , N .
C. Denote XN := span(u1, . . . , uN). There exist two constants K3 and

K4 such that the following Nikol’skii-type inequality holds for all f ∈ XN

‖f‖∞ ≤ K3N
K4/p‖f‖p, p ∈ [2,∞).

Now we are in a position to formulate the main result of [40].

Theorem 2.5 ([40]). Suppose that a real orthonormal system {ui}Ni=1 satis-
fies conditionsA, B, andC. Then for large enough C1 = C(d,K1, K2, K3, K4,Ω, α, β)
there exists a set of m ≤ C1N(logN)7/2 points ξj ∈ Ω, j = 1, . . . , m, such
that for any f ∈ XN we have

1

2
‖f‖1 ≤

1

m

m
∑

j=1

|f(ξj)| ≤ 3

2
‖f‖1.

2.3 General subspaces in L2

In this subsection we consider some known results related to the discretization
theorems and, in particular, we discuss applications of the recent results on
random matrices to derive the Marcinkiewicz-type theorem in L2. We start
with an important result on submatrices of an orthogonal matrix obtained
by M. Rudelson. Let us formulate it in our notations.

Theorem 2.6 ([26]). Let ΩM = {xj}Mj=1 be a discrete set with the proba-
bility measure µ(xj) = 1/M , j = 1, . . . ,M . Let also {ui(x)}Ni=1 be a real
orthonormal system on ΩM satisfying the following condition: for all j

N
∑

i=1

ui(x
j)2 ≤ Nt2 (2.5)

with some t ≥ 1. Then for every ǫ > 0 there exists a set J ⊂ {1, . . . ,M} of
indices with cardinality

m := |J | ≤ C
t2

ǫ2
N log

Nt2

ǫ2
(2.6)
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such that for any f =
∑N

i=1 ciui we have

(1− ǫ)‖f‖2L2(ΩM ) ≤
1

m

∑

j∈J

f(xj)2 ≤ (1 + ǫ)‖f‖2L2(ΩM ).

As a corollary, this result yields that if an orthonormal system {ui}Ni=1 on
ΩM satisfies (2.5), one has

UN := span(u1, . . . , uN) ∈ M(m, 2) provided m ≥ CN logN

with large enough C.
We remark that condition (2.5) is fulfilled if the system {ui}Ni=1 is uni-

formly bounded: ‖ui‖L∞(ΩM ) ≤ t, i = 1, . . . , N .
To state the next result, we need the following condition on the system

{uj}Nj=1, cf. (2.5).
Condition E. There exists a constant t such that

w(x) :=

N
∑

i=1

ui(x)
2 ≤ Nt2, x ∈ Ω. (2.7)

Theorem 2.7 ([40]). Let {ui}Ni=1 be a real orthonormal system, satisfying
condition E. Then for every ǫ > 0 there exists a set {ξj}mj=1 ⊂ Ω with

m ≤ C
t2

ǫ2
N logN

such that for any f =
∑N

i=1 ciui we have

(1− ǫ)‖f‖22 ≤
1

m

m
∑

j=1

f(ξj)2 ≤ (1 + ǫ)‖f‖22.

Let us compare this theorem with the Rudelson result. First, Theorem 2.7
establishes the Marcinkievicz-type discretization theorem for a general do-
main Ω instead of a discrete set ΩM . Second, in Theorem 2.7 we have the
logN term in place of log Nt2

ǫ2
in (2.6).

In its turn, the proof of Theorem 2.7 rests on the following result on
random matrices.
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Theorem 2.8 ([44, Theorem 1.1]). Consider a finite sequence {Tk}mk=1 of
independent, random, self-adjoint matrices with dimension N . Assume that
each random matrix is semi-positive and satisfies

λmax(Tk) ≤ R almost surely.

Define

smin := λmin

(

m
∑

k=1

E(Tk)

)

and smax := λmax

(

m
∑

k=1

E(Tk)

)

.

Then

P

{

λmin

(

m
∑

k=1

Tk

)

≤ (1− η)smin

}

≤ N

(

e−η

(1− η)1−η

)smin/R

for η ∈ [0, 1) and

P

{

λmax

(

m
∑

k=1

Tk

)

≥ (1 + η)smax

}

≤ N

(

eη

(1 + η)1+η

)smax/R

,

for η ≥ 0.

2.4 General subspaces in L∞ and L2

We now demonstrate how the above Theorem 2.2, which, basically, solves
the problem of the Marcinkiewicz-type discretization for the T (Q) in the L2

case, was used in [16] in discretization of the uniform norm.

Theorem 2.9 ([16]). There are two positive absolute constants C1 and C4

with the following properties: For any d ∈ N and any Q ⊂ Zd there exists
a set Sm of m ≤ C1|Q| points ξj ∈ Td, j = 1, . . . , m, such that for any
f ∈ T (Q) we have

‖f‖∞ ≤ C4|Q|1/2‖f‖L∞(Sm).

Proof. We use the set of points provided by Theorem 2.2. Then m ≤ C1|Q|
and for any f ∈ T (Q) we have

‖f‖∞ ≤ |Q|1/2‖f‖2 ≤ |Q|1/2C−1/2
2

(

1

m

m
∑

j=1

|f(ξj)|2
)1/2

≤ |Q|1/2C−1/2
2 ‖f‖L∞(Sm).
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We now present some results for more general subspaces than T (Q), which
we discussed above.

Theorem 2.10 ([39]). Let ΩM = {xj}Mj=1 be a discrete set with the proba-
bility measure µ(xj) = 1/M , j = 1, . . . ,M . Assume that {ui(x)}Ni=1 is an
orthonormal on ΩM system (real or complex). Assume in addition that this
system has the following property: for all j = 1, . . . ,M we have

N
∑

i=1

|ui(xj)|2 = N. (2.8)

Then there is an absolute constant C1 such that there exists a subset J ⊂
{1, 2, . . . ,M} with the property: m := |J | ≤ C1N and for any f ∈ YN :=
span{u1, . . . , uN} we have

C2‖f‖2L2(ΩM ) ≤
1

m

∑

j∈J

|f(xj)|2 ≤ C3‖f‖2L2(ΩM ),

where C2 and C3 are absolute positive constants.

We note that assumption (2.8) implies the discrete Nikol’skii inequality
for f ∈ YN

‖f‖L∞(ΩM ) ≤ N1/2‖f‖L2(ΩM ). (2.9)

In the same way as we derived above Theorem 2.9 from Theorem 2.2 and
the Nikol’skii inequality we derive the following Theorem 2.11 from Theo-
rem 2.10 and (2.9).

Theorem 2.11. Let ΩM = {xj}Mj=1 be a discrete set with the probability mea-
sure µ(xj) = 1/M , j = 1, . . . ,M . Assume that {ui(x)}Ni=1 is an orthonormal
on ΩM system (real or complex). Assume in addition that this system has
the following property: for all j = 1, . . . ,M we have

N
∑

i=1

|ui(xj)|2 = N. (2.10)

Then there is an absolute constant C1 such that there exists a subset J ⊂
{1, 2, . . . ,M} with the property: m := |J | ≤ C1N and for any f ∈ YN :=
span{u1, . . . , uN} we have

‖f‖L∞(ΩM ) ≤ C4N
1/2 max

j∈J
|f(xj)|,

where C4 is an absolute positive constant.
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We now comment on a recent result by J. Batson, D.A. Spielman, and
N. Srivastava [3] stated above in Theorem 2.1. Considering a new subspace
Y ′
N := span{1, u1, . . . , uN} and applying the above result we see that in the

above result we can list one more property of weights wj :
∑M

j=1wj ≤ C(b).
Therefore, in the same way as we proved Theorem 2.9 we can prove the
following Theorem 2.12 (see [16]).

Theorem 2.12. Let ΩM = {xj}Mj=1 be a discrete set with the probability mea-
sure µ(xj) = 1/M , j = 1, . . . ,M . Assume that a real subspace YN satisfies
the Nikol’skii-type inequality: for any f ∈ YN

‖f‖L∞(ΩM ) ≤ H(N)‖f‖L2(ΩM ).

Then for any a > 1 there exists a subset J ⊂ {1, 2, . . . ,M} with the property:
m := |J | ≤ aN and for any f ∈ YN := span{u1, . . . , uN} we have

‖f‖L∞(ΩM ) ≤ C(a)H(N)max
j∈J

|f(xj)|,

where C(a) is a positive constant.

An important feature of the above Theorems 2.10 – 2.12 is that the do-
main is a discrete set ΩM . However, the statements of those theorems do not
depend onM . This allows us to easily generalize some of those results to the
case of general domain Ω. We illustrate it on the example of generalization
of Theorem 2.12. The way to do that is based on good approximation of
‖f‖L2(Ω) and ‖f‖∞ by ‖f‖L2(ΩM ) and ‖f‖ΩM

respectively. We begin with the
L2 case.

Proposition 2.1. Let YN := span(u1(x), . . . , uN(x)) with {ui(x)}Ni=1 being a
real orthonormal on Ω with respect to a probability measure µ basis for YN .
Assume that ‖ui‖4 := ‖ui‖L4(Ω,µ) < ∞ for all i = 1, . . . , N . Then for any
δ > 0 there exists a set ΩM = {xj}Mj=1 such that for any f ∈ YN

|‖f‖2L2(Ω) − ‖f‖2L2(ΩM )| ≤ δ‖f‖2L2(Ω) (2.11)

where

‖f‖2L2(ΩM ) :=
1

M

M
∑

j=1

|f(xj)|2.
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Proof. Consider a real function f ∈ L2(Ω) := L2(Ω, µ) with respect to a
probability measure µ. Define ΩM := Ω × · · · × Ω and µM := µ × · · · × µ.
For xj ∈ Ω denote z := (x1, . . . ,xM) ∈ ΩM and for g ∈ L1(Ω

M , µM)

E(g) :=

∫

ΩM

g(z)dµM .

Then it is well known from the study of the Monte Carlo integration method
that we have for g ∈ L2(Ω, µ)

E





(

∫

Ω

gdµ− 1

M

M
∑

j=1

g(xj)

)2


 ≤ ‖g‖22/M. (2.12)

Denote U := max1≤i≤N ‖ui‖4. Then for g = uiuj, 1 ≤ i, j ≤ N we find from
(2.12) and the Markov inequality that for any ε > 0 we have

µM







z :

(

∫

Ω

gdµ− 1

M

M
∑

j=1

g(xj)

)2

≥ ε







≤ U4

εM
. (2.13)

Therefore, for any ε > 0 we can find big enough M = M(ε,N) such that
there exists a set ΩM = {xj}Mj=1 such that for all g of the form g = uiuj,
1 ≤ i, j ≤ N we have

∣

∣

∣

∣

∣

∫

Ω

gdµ− 1

M

M
∑

j=1

g(xj)

∣

∣

∣

∣

∣

≤ ε1/2. (2.14)

Consider f =
∑N

i=1 biui. Then ‖f‖2L2(Ω) =
∑N

i=1 b
2
i . Inequality (2.14) implies

|‖f‖2L2(Ω) − ‖f‖2L2(ΩM )| ≤ ε1/2N‖f‖2L2(Ω). (2.15)

Now, for a δ > 0 choosing ε = δ2N−2 we obtain from (2.15) that

|‖f‖2L2(Ω) − ‖f‖2L2(ΩM )| ≤ δ‖f‖2L2(Ω). (2.16)

Proposition 2.1 and the above mentioned fundamental result (2.2) imply
the following discretization result.
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Theorem 2.13. Let YN := span(u1(x), . . . , uN(x)) with {ui(x)}Ni=1 being a
real orthonormal on Ω with respect to a probability measure µ basis for YN .
Assume that ‖ui‖4 := ‖ui‖L4(Ω,µ) < ∞ for all i = 1, . . . , N . Then for any
number a > 1 there exist a set of points Sm = {ξj}mj=1 and a set of positive
weights {wj}mj=1 with m ≤ aN so that for any f ∈ YN := span{u1, . . . , uN}
we have

1

2
‖f‖22 ≤

m
∑

j=1

wjf(x
j)2 ≤ C(a)‖f‖22. (2.17)

Clearly, the assumptions of Theorem 2.13 can be written in a shorter
form: YN is a N -dimensional subspace of L4(Ω, µ).

Let us now consider the case L∞, i.e. the case of the uniform norm.
Assume that Ω ⊂ Rd is a compact set and YN := span(u1(x), . . . , uN(x))
with {ui(x)}Ni=1 being an orthonormal basis of continuous functions for YN .
Then it is easy to see that for an ε > 0 we can find ΩM = {xj}Mj=1 such that
for all g of the form g = ui, 1 ≤ i ≤ N , we have

|‖g‖∞ − ‖g‖ΩM
| ≤ ε. (2.18)

We derive from here the following analog of (2.16): for any δ > 0 there exists
M =M(δ) such that for all f ∈ YN

|‖f‖∞ − ‖f‖ΩM
| ≤ δ‖f‖∞. (2.19)

Remark 2.1. We will need a set ΩM such that both (2.16) and (2.19) are
satisfied. It is easy to see that under assumption of continuity of functions in
YN on Ω = [0, 1]d and µ being the Lebesgue measure on a compact Ω we can
achieve both (2.16) and (2.19) by dividing [0, 1]d into small enough cubes of
the same volume.

We now prove the following result from [16].

Theorem 2.14. Let Ω := [0, 1]d. Assume that a real subspace YN ⊂ C(Ω)
satisfies the Nikol’skii-type inequality: for any f ∈ YN

‖f‖∞ ≤ H(N)‖f‖2, ‖f‖2 :=
(
∫

Ω

|f(x)|2dµ
)1/2

, (2.20)

where µ is the Lebesgue measure on Ω. Then for any a > 1 there exists a set
Sm = {ξj}mj=1 ⊂ Ω with the property: m ≤ aN and for any f ∈ YN we have

‖f‖∞ ≤ C(a)H(N) max
1≤j≤m

|f(ξj)|,

where C(a) is a positive constant.
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Proof. The proof consists of two steps. First, using (2.16) with δ = 1/2, we
find a discrete set ΩM such that for any f ∈ YN we have

|‖f‖2L2(Ω) − ‖f‖2L2(ΩM )| ≤ ‖f‖2L2(Ω)/2. (2.21)

Second, we consider a new space YN(ΩM) which consists of all f ∈ YN
restricted to the set ΩM . Introduce a probability measure ν on ΩM by
ν(xj) = 1/M , j = 1, . . . ,M . Our assumption that YN satisfies the Nikol’skii
inequality (2.20) and the relation (2.21) imply that the YN(ΩM) also satisfies
the Nikol’skii inequality. Applying Theorem 2.12 we find a subset Sm ⊂ ΩM

with m ≤ aN such that

‖f‖L∞(ΩM ) ≤ C ′(a)H(N)‖f‖L∞(Sm). (2.22)

By Remark 2.1 we can claim that ΩM guarantees simultaneously (2.16) and
(2.19). Then by (2.19) with δ = 1/2 we obtain from (2.22)

‖f‖∞ ≤ C ′′(a)H(N)‖f‖L∞(Sm).

This completes the proof of Theorem 2.14.

2.5 The Marcinkiewicz theorem and sparse approxi-
mation

We now give some general remarks on the case q = 2, which illustrate the
problem. We describe the properties of the subspace XN in terms of a system
UN := {ui}Ni=1 of functions such that XN = span{ui, i = 1, . . . , N}. In the
case XN ⊂ L2 we assume that the system is orthonormal on Ω with respect
to measure µ. In the case of real functions we associate with x ∈ Ω the
matrix G(x) := [ui(x)uj(x)]

N
i,j=1. Clearly, G(x) is a symmetric positive semi-

definite matrix of rank 1. It is easy to see that for a set of points ξk ∈ Ω,
k = 1, . . . , m, and f =

∑N
i=1 biui we have

m
∑

k=1

λkf(ξ
k)2 −

∫

Ω

f(x)2dµ = bT

(

m
∑

k=1

λkG(ξ
k)− I

)

b, (2.23)

where b = (b1, . . . , bN )
T is the column vector and I is the identity matrix.

Therefore, the Mw(m, 2) problem is closely connected with a problem of
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approximation (representation) of the identity matrix I by an m-term ap-
proximant with respect to the system {G(x)}x∈Ω. It is easy to understand
that under our assumptions on the system UN there exist a set of nodes
{ξk}mk=1 and a set of weights {λk}mk=1, with m ≤ N(N + 1)/2 such that

I =
m
∑

k=1

λkG(ξ
k)

and, therefore, we have for any XN ⊂ L2 that

XN ∈ Mw
(N(N+1)

2
, 2, 0

)

.

For the alternative proof see Theorem 3.1 in case q = 2.
As we have seen the Marcinkiewicz-type discretization problem in L2 is

closely connected with approximation of the identity matrix I by an m-term
approximant of the form 1

m

∑m
k=1G(ξ

k) in the operator norm from ℓN2 to
ℓN2 (spectral norm). In a similar way, the Marcinkiewicz-type discretization
problem with weights (in L2) is closely connected with approximation of the
identity matrix I by an m-term approximant of the form

∑m
k=1 λkG(ξ

k) in
the operator norm from ℓN2 to ℓN2 . Hence, one can study the following sparse
approximation problem.

Let the system {ui(x)}Ni=1 be orthonormal and bounded. Then

w(x) :=
N
∑

i=1

ui(x)
2 ≤ B. (2.24)

Consider the dictionary

Du := {gx}x∈Ω, gx := G(x)B−1, G(x) := [ui(x)uj(x)]
N
i,j=1.

Then condition (2.24) assures that for the Frobenius norm of gx one has

‖gx‖F = w(x)B−1 ≤ 1.

Our assumption on the orthonormality of the system {ui}Ni=1 gives

I =

∫

Ω

G(x)dµ = B

∫

Ω

gxdµ,

which implies that I/B ∈ A1(Du), where A1(Du) is the closure of the convex
hull of the dictionary Du.
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We now comment on the use of greedy approximation approach to obtain
a deterministic construction of {ξν , λν}mν=1 providing exact discretization for
all f ∈ XN . We use the Weak Orthogonal Greedy Algorithm (Weak Or-
thogonal Matching Pursuit) for m-term approximation, which is defined as
follows (see [37]).

Weak Orthogonal Greedy Algorithm (WOGA). Let t ∈ (0, 1] be
a weakness parameter. We define f o,t

0 := f . Then for each m ≥ 1 we
inductively define:

(1) ϕo,t
m ∈ D is any element satisfying

|〈f o,t
m−1, ϕ

o,t
m 〉| ≥ t sup

g∈D
|〈f o,t

m−1, g〉|.

(2) Let H t
m := span(ϕo,t

1 , . . . , ϕ
o,t
m ) and let PHt

m
(f) denote an operator of

orthogonal projection onto H t
m. Define

Go,t
m (f,D) := PHt

m
(f).

(3) Define the residual after mth iteration of the algorithm

f o,t
m := f −Go,t

m (f,D).

In the case t = 1 the WOGA is called the Orthogonal Greedy Algorithm
(OGA).

It is clear from the definition of the WOGA that in case of a finite dimen-
sional Hilbert space H it terminates after M := dimH iterations. Consider
the Hilbert spaceHu to be a closure in the Frobenius norm of span{gx, x ∈ Ω}
with the inner product generated by the Frobenius norm: for A = [ai,j]

N
i,j=1

and B = [bi,j ]
N
i,j=1

〈A,B〉 =
N
∑

i,j=1

ai,jbi,j

in case of real matrices (with standard modification in case of complex ma-
trices). We apply the WOGA in the Hilbert space Hu with respect to the
dictionary Du. The above remark shows that it provides us a constructive
proof of Theorem 3.1 in case q = 2.

Under additional assumptions on the system {ui} we can obtain some
constructive results for the Marcinkiewicz-type discretization problem in L2.
We use the following greedy algorithm.
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Relaxed Greedy Algorithm (RGA). Let f r
0 := f and Gr

0(f) := 0. For
a function h from a real Hilbert space H , let g = g(h) denote the function
fromD, which maximizes 〈h, g〉 (we assume the existence of such an element).
Then, for each m ≥ 1, we inductively define

Gr
m(f) :=

(

1− 1

m

)

Gr
m−1(f) +

1

m
g(f r

m−1), f r
m := f −Gr

m(f).

We make use of the known approximation error of the RGA (see [37], p.90).
For a dictionary D in a Hilbert space H with an inner product 〈·, ·〉, A1(D)
denotes the closure of the convex hull of the dictionary D.

Theorem 2.15. For the Relaxed Greedy Algorithm we have, for each f ∈
A1(D), the estimate

‖f −Gr
m(f)‖ ≤ 2√

m
, m ≥ 1.

We impose the following restriction on the system {ui}: w(x) ≤ Nt2, i.e.,
B = Nt2.

Using the RGA, we apply Theorem 2.15 for any m ∈ N to constructively
find points ξ1, . . . , ξm such that

∥

∥

∥

∥

∥

1

m

m
∑

k=1

G(ξk)− I

∥

∥

∥

∥

∥

F

≤ 2Nt2m−1/2.

Therefore, using the inequality ‖A‖ ≤ ‖A‖F and relation (2.23) we arrive at
the following result.

Theorem 2.16 ([40, Proposition 5.1]). Let {ui}Ni=1 be an orthonormal sys-
tem, satisfying condition E. Then there exists a constructive set {ξj}mj=1 ⊂ Ω

with m ≤ C(t)N2 such that for any f =
∑N

i=1 ciui we have

1

2
‖f‖22 ≤

1

m

m
∑

j=1

f(ξj)2 ≤ 3

2
‖f‖22.
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3 Exact weighted discretization

3.1 A general result on exact recovery and numerical
integration

We begin with a simple useful result which is well-known in many special
cases.

Proposition 3.1. Suppose {ui(x)}Ni=1 is linearly independent system of func-
tions on Ω. Then there exist a set of points {ξj}Nj=1 ⊂ Ω and a set of functions
{ψj(x)}Nj=1 such that for any f ∈ XN := span(u1(x), . . . , uN(x)) we have

f(x) =
N
∑

j=1

f(ξj)ψj(x).

Proof. For points x1, . . . , xk consider the matrix U(x1, . . . , xk) := [ui(x
j)]ki,j=1

with elements ui(x
j).

Lemma 3.1. Under the conditions of Proposition 3.1 there exists a set of
points {ξj}Nj=1 ⊂ Ω such that D(ξ1, . . . , ξN) := detU(ξ1, . . . , ξN) 6= 0.

Proof. We prove this lemma by induction. Indeed, by the linear indepen-
dence assumption we find ξ1 such that u1(ξ

1) 6= 0. Suppose 2 ≤ k ≤ N and
we found a set {ξj}k−1

j=1 such that D(ξ1, . . . , ξk−1) 6= 0. Consider the function

D(ξ1, . . . , ξk−1, x), x ∈ Ω. This function is a nontrivial linear combination of
u1(x), . . . , uk(x). Therefore, there exists ξk ∈ Ω such that D(ξ1, . . . , ξk) 6= 0.
This completes the proof of the existence of points {ξj}Nj=1 ⊂ Ω such that
D(ξ1, . . . , ξN) 6= 0.

Let f ∈ XN . Then f has a unique representation f(x) =
∑N

i=1 biui(x).
The set of coefficients b := (b1, . . . , bN) is uniquely determined from the
linear system

(f(ξ1), . . . , f(ξN)) = bU(ξ1, . . . , ξN)

and each bi is a linear combination of f(ξj), j = 1, . . . , N . This completes
the proof of Proposition 3.1.

As a direct corollary of Proposition 3.1 we obtain the following result on
exact numerical integration.
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Proposition 3.2. Suppose {ui(x)}Ni=1 is a linearly independent system of
integrable functions with respect to the measure µ on Ω. Then there exist
a set of points {ξj}Nj=1 ⊂ Ω and a set of weights {λj}Nj=1 such that for any
f ∈ XN := span(u1(x), . . . , uN(x)) we have

∫

Ω

f(x)dµ =

N
∑

j=1

λjf(ξ
j).

Proposition 3.2 shows that for any N -dimensional subspace of integrable
functions we can find an exact cubature formula with N nodes. However,
it is not true for numerical integration by the Quasi-Monte Carlo methods,
i.e. by methods with equal weights. Let α ∈ (0, 1) be an irrational number.
A trivial example of Ω = [0, 1], µ is the Lebsgue measure, and f(x) = 1/α
for x ∈ [0, α), f(x) = −(1 − α)−1 for x ∈ [α, 1], shows that there is no
Quasi-Monte Carlo quadrature formula, which integrates f exactly.

3.2 General exact weighted discretization results

For simplicity, we shall use the notation Lq(Ω, µ), or Lq(Ω) or simply Lq to
denote the Lebesgue Lq-space defined with respect to the measure µ on Ω,
whenever it does not cause any confusion from the context.

We begin with a general result establishing an exact weighted discretiza-
tion theorem in Lq(Ω, µ) for a general measure space (Ω, µ) and even exponent
q with at most

M(N, q) :=

(

N + q − 1

q

)

=
(N + q − 1)!

q!(N − 1)!
≍ N q

nodes, where N is the dimension of the space. We also give an example of a
space with discrete Ω showing that the number

(

N+q−1
q

)

cannot be improved.

Theorem 3.1. Let q be an even positive integer, N ∈ N, andM :=M(N, q).
For every N-dimensional real subspace XN ⊂ Lq(Ω, µ) we have that XN ∈
Mw (M, q, 0).

We point out that under some extra conditions on Ω a stronger result
ensuring positivity of the weights will be given in Corollary 4.2 of Section 4.1.
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Proof. For k = (k1, . . . , kN) ∈ ZN
+ denote uk := uk11 · · ·ukNN , where XN =

span{u1, . . . , uN}. Consider the linear space

XN(q) := span{uk : k ∈ K(N, q)},

whereK(N, q) := {(k1, . . . , kN) ∈ ZN
+ : k1+· · ·+kN = q}. Then dim(XN(q)) ≤

M := M(N, q) and XN(q) ⊂ L1(Ω, µ). Proposition 3.2 implies that there
exist a set of points {ξj}Mj=1 ⊂ Ω and a set of weights {λj}Mj=1 such that for
any f ∈ XN(q) we have

∫

Ω

f(x)dµ =
M
∑

j=1

λjf(ξ
j).

In particular, this implies that for any f ∈ XN we have

∫

Ω

f(x)qdµ =

M
∑

j=1

λjf(ξ
j)q.

Let ΩM = {ξj}Mj=1 be a discrete set with the probability measure µ(ξj) =
1/M , j = 1, . . . ,M .

Theorem 3.2. Let q be an even positive integer, N ∈ N and M :=M(N, q).
There exist a discrete set ΩM and an N-dimensional real subspace XN ⊂
Lq(ΩM ) such that XN /∈ Mw(m, q, 0) for any m < M .

Proof. We begin with some preliminaries. Suppose {uj}Nj=1 is a basis of XN ,
whereXN ⊂ Lq(ΩM , µ). We haveXN ∈ Mw (m, q, 0) if and only if there exist
ξν ∈ ΩM and λν ∈ R, ν = 1, . . . , m, such that for any bj ∈ R, j = 1, . . . , N ,

with f =
∑N

j=1 bjuj we have

0 =

∫

ΩM

|f |qdµ−
m
∑

ν=1

λν |f(ξν)|q =
∫

ΩM

f qdµ−
m
∑

ν=1

λνf(ξ
ν)q

=
∑

(k1,...,kN )∈K(N,q)

q!

k1! . . . kN !

(

∫

ΩM

N
∏

j=1

u
kj
j dµ−

m
∑

ν=1

λν

N
∏

j=1

uj(ξ
ν)kj

)

N
∏

j=1

b
kj
j ,

(3.1)
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where, as above K(N, q) := {(k1, . . . , kN) ∈ ZN
+ : k1 + · · ·+ kN = q}. Due to

linear independence of multivariate monomials, (3.1) holds for any bj if and
only if

m
∑

ν=1

λν

N
∏

j=1

uj(ξ
ν)kj =

∫

ΩM

N
∏

j=1

u
kj
j dµ, (k1, . . . , kN) ∈ K(N, q). (3.2)

Denote by P(N, q) the space of homogeneous algebraic polynomials in N
variables x1, . . . , xN of degree q:

P(N, q) := span{xk11 · · ·xkNN : k = (k1, . . . , kN) ∈ K(N, q)}.

Then dim(P(N, q)) = M and by Lemma 3.1 with uk(x) := xk11 · · ·xkNN , x =
(x1, . . . , xN ), k = (k1, . . . , kN), k ∈ K(N, q) there exists a set of points
{ξν}Mν=1 such that D(ξ1, . . . , ξM) := detU(ξ1, . . . , ξM) 6= 0. Define YN as a
restriction of P(N, q) onto the set ΩM := {ξν}Mν=1. Introduce a probability
measure µ on ΩM by µ({ξν}) = 1/M , ν = 1, . . . ,M . Then on one hand from
the definition of µ we obtain for any f ∈ YN that

∫

ΩM

fdµ =
1

M

M
∑

ν=1

f(ξν). (3.3)

On the other hand, define the space XN := span
{

uj

∣

∣

∣

ΩM

: j = 1, 2, · · · , N
}

of functions on ΩM with measure µ, where uj(x) = xj , j = 1, . . . , N . Assume
that for any f ∈ XN ,

∫

ΩM

f qdµ =

M
∑

ν=1

λνf(ξ
ν)q. (3.4)

Then by (3.2) and the choice of {ξν}Mν=1 the set of weights satisfying (3.4) is
unique. Relation (3.3) shows that λν = 1/M , ν = 1, . . . ,M . Therefore, none
of these λν is equal to zero. This argument completes the proof.

Now we show that one cannot obtain an exact weighted Marcinkiewicz-
type theorem in Lq when q is not an even integer.

Proposition 3.3. Consider X2 := {α sin t+β cos t : α, β ∈ R} as a subspace
of Lq(T), where T is the unit circle and q is not an even integer, 1 ≤ q <∞.
Then X2 /∈ Mw(m, q, 0) for any m ∈ N.
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Proof. Suppose to the contrary that for some distinct ξν ∈ [0, 2π) and non-
zero λν , ν = 1, . . . , m, we have

1

2π

∫ 2π

0

|f(t)|qdt =
m
∑

ν=1

λν |f(ξν)|q (3.5)

for every f ∈ X2. For any θ ∈ R we define fθ(t) := sin(θ − t) ∈ X2 and note
that

1

2π

∫ 2π

0

|fθ(t)|qdt =
1

2π

∫ 2π

0

| sin t|qdt = c(q),

where c(q) > 0 depends only on q and does not depend on θ. Therefore,
by (3.5) we have

c(q) =

m
∑

ν=1

λν |fθ(ξν)|q =
m
∑

ν=1

λν | sin(θ − ξν)|q =: G(θ),

i.e., G is a constant function. However, if n − 1 < q ≤ n, n ∈ N and q is
not an even integer, then the function g(t) := | sin t|q is infinitely smooth
when t ∈ (0, π) while g(n)(0) does not exist. As g is a π-periodic function
and G(θ) =

∑m
ν=1 λνg(θ−ξν), without loss of generality we may assume that

|ξν − ξv
′| 6= π for 1 ≤ v, v′ ≤ m. It then follows that G(n)(ξ1) does not exist,

which contradicts the fact that G is constant.

3.3 Relation between exact weighted discretization and

recovery problem

We now discuss a connection between exact weighted discretization theorem
in L2 and exact recovery.

Proposition 3.4. Let N-dimesional real XN be a subspace of L2(Ω). Sup-
pose sets of points {ξj}mj=1 and of weights {λj}mj=1 are such that for any
f ∈ XN we have

‖f‖22 =
m
∑

j=1

λjf(ξ
j)2. (3.6)

Then for any orthonormal basis {ui}Ni=1 of XN we have for any f ∈ XN

f(x) =

m
∑

j=1

λjf(ξ
j)D(x, ξj), D(x, y) :=

N
∑

i=1

ui(x)ui(y). (3.7)
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Proof. For f, g ∈ XN denote

〈f, g〉 :=
∫

Ω

f(x)g(x)dµ.

Using identity 4〈f, g〉 = ‖f + g‖22 − ‖f − g‖22, we obtain from (3.6) that for
any f, g ∈ XN

〈f, g〉 =
m
∑

j=1

λjf(ξ
j)g(ξj).

This implies

f(x) = 〈f,D(x, ·)〉 =
m
∑

j=1

λjf(ξ
j)D(x, ξj),

which completes the proof.

Note that if for some orthonormal bases {ui}Ni=1 of XN there exist sets of
points {ξj}mj=1 and of weights {λj}mj=1 such that (3.7) holds for all f ∈ XN

then also (3.6) holds for all f ∈ XN . Indeed,

m
∑

j=1

λjf(ξ
j)2 =

m
∑

j=1

λjf(ξ
j)

∫

Ω

f(y)D(ξj, y)dµ

=

∫

Ω

f(y)

(

m
∑

j=1

λjf(ξ
j)D(ξj, y)

)

dµ =

∫

Ω

f(y)2dµ = ‖f‖22.

Given a finite subset Q of Zd, we denote

T (Q) :=
{

f : f =
∑

k∈Q

cke
i(k,x), ck ∈ C, k ∈ Q

}

.

Also, given N = (N1, . . . , Nd) ∈ Zd
+, we write T (N) for the set T (Π(N))

with

Π(N) :=
{

k = (k1, · · · , kd) ∈ Z
d
+ : |kj| ≤ Nj, j = 1, · · · , d

}

.

Proposition 3.5. Let N = (N1, . . . , Nd) ∈ Zd
+. Suppose a cubature formula

Λm(·, ξ) is exact for T (2N). Then m ≥
∏d

j=1(2Nj + 1).

Proof. The proof is by contradiction. Suppose m <
∏d

j=1(2Nj + 1). Then,

using the fact dim T (N) =
∏d

j=1(2Nj+1), we find a non-zero f ∈ T (N) such

that f(ξν) = 0, ν = 1, . . . , m. Then |f |2 ∈ T (2N) and
∫

Td |f(x)|2dµ 6= 0 but
Λm(|f |2, ξ) = 0. We got a contradiction, which proves Proposition 3.5.
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3.4 Exact weighted discretization for spaces of spher-
ical harmonics

Theorems 3.1 and 3.2 solve the problem of optimal behavior of m for exact
weighted discretization in the general setting. Theorem 3.1 shows that in
case of even natural number q we always have XN ∈ Mw(M(N, q), q, 0).
Theorem 3.2 shows that the parameter m =M(N, q) is the best possible one
in a general setting. However, it is well known that for specific subspaces
XN the growth of m allowing exact weighted discretization may be much
slower than M(N, q) ≍ N q. In this subsection we show that the subspaces of
spherical harmonics are as bad (in the sense of order) as the worst subspaces.

Let H2
n denote the space of spherical harmonics of degree n on the unit

sphere S
2 of R3. It is known that dim (H2

n) = 2n+ 1. Let {Yn,j}2n+1
j=1 denote

an orthonormal basis in H2
n. Denote by dσ the surface Lebesgue measure on

S2 normalized by
∫

S2
dσ = 1.

Theorem 3.3. Assume that there exist distinct points ξ1, · · · , ξm ∈ S2 and
real numbers λ1, · · · , λm such that

∫

S2

|f(x)|2 dσ(x) =
m
∑

j=1

λj |f(ξj)|2, ∀f ∈ H2
n. (3.8)

Then m ≥ n(n+1)
2

.

For the proof of Theorem 3.3, we need the following identity on ultras-
pherical polynomials, which can be found in [2, p. 39, (5.7)].

Lemma 3.2. For each positive integer n and every λ > 0,

∣

∣

∣
Cλ

n(t)
∣

∣

∣

2

=

n
∑

j=0

bλn,j
2j + λ

λ
Cλ

2j(t), (3.9)

where

bλj =
λ

n+ λ+ j

(λ)n−j((λ)j)
2(2λ)n+j(2j)!

(n− j)!(j!)2(λ)n+j(2λ)2j
, 0 ≤ j ≤ n,

and (a)j = a(a+ 1) · · · (a+ j − 1).

Proof of Theorem 3.3. First, we show that

m
∑

j=1

λj = 1. (3.10)
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Recall that the function (2j+1)C
1/2
j (x·y), x, y ∈ S2 is the reproducing kernel

of the space H2
n. Thus, for each x ∈ S2, we have

∫

S2

|C1/2
n (x · y)|2 dσ(y) =

m
∑

j=1

λj|C1/2
n (x · ξj)|2.

Integrating over x ∈ S2 then gives

∫

S2

∫

S2

|C1/2
n (x · y)|2 dσ(y)dσ(x) =

m
∑

j=1

λj

∫

S2

|C1/2
n (x · ξj)|2 dσ(x)

=
(

m
∑

j=1

λj
)

∫

S2

∫

S2

|C1/2
n (x · y)|2 dσ(x)dσ(y).

This implies (3.10).
Next, we show that

∫

S2

f(x) dσ(x) =

m
∑

j=1

λjf(ξj), ∀f ∈
n
⊕

j=0

H2
2j . (3.11)

Indeed, using (3.8), we have

∫

S2

∫

S2

|C1/2
n (x · y)|2 dσ(x)dσ(y) =

m
∑

j=1

λj

∫

S2

|C1/2
n (x · ξj)|2 dσ(x)

=

m
∑

j=1

m
∑

k=1

λjλk|C1/2
n (ξj · ξk)|2,

which, using (3.9) and (3.10), equals

= b
1

2

n,0 +
n
∑

i=1

b
1

2

n,i

m
∑

j=1

m
∑

k=1

λjλk(4i+ 1)C
1/2
2i (ξj · ξk).

It then follows by the addition formula for spherical harmonics that

∫

S2

∫

S2

|C1/2
n (x · y)|2 dσ(x)dσ(y) = b

1

2

n,0 +

n
∑

i=1

b
1

2

n,i

4i+1
∑

ℓ=1

m
∑

j=1

m
∑

k=1

λjλkY2i,ℓ(ξj)Y2i,ℓ(ξk)

= b
1

2

n,0 +

n
∑

k=1

b
1

2

n,k

4k+1
∑

j=1

∣

∣

∣

m
∑

i=1

λiY2k,j(ξi)
∣

∣

∣

2

.
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Note that by (3.9),

b
1

2

n,0 =

∫

S2

∫

S2

|C1/2
n (x · y)|2 dσ(x)dσ(y).

It follows that for 1 ≤ k ≤ n and 1 ≤ j ≤ 4k + 1,

m
∑

i=1

λiY2k,j(ξi) = 0.

This together with (3.10) implies (3.11).
Finally, we show that m ≥ (n0+1)(2n0+1), where n0 is the integer part

of n/2. To see this, note that for each f ∈ Vn :=
⊕

0≤j≤n/2H2
2j , we have

|f |2 ∈⊕0≤j≤nH2
2j . Thus, using (3.11), we obtain

∫

S2

|f(x)|2 dσ(x) =
m
∑

i=1

λi|f(ξi)|2, ∀f ∈ Vn.

In particular, this implies that

m ≥ dim(Vn) =
∑

0≤j≤n/2

(4j + 1) = (n0 + 1)(2n0 + 1).

3.5 Exact weighted discretization for trigonometric poly-

nomials

In this subsection we show that some subspaces of trigonometric polynomials
are as bad (in the sense of order) as the worst subspaces. Recall that given
a finite subset Q of Zd,

T (Q) :=
{

f : f =
∑

k∈Q

cke
i(k,x), ck ∈ C, k ∈ Q

}

.

We begin with a univariate trigonometric polynomials.

Theorem 3.4. Let N be a given positive integer and let

Q :=
{

j2 : j = 1, 2, · · · , N
}

∪
{

0, 1, 2, · · · , 2N
}

.
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Assume that there are points x1, · · · , xm ∈ [0, 2π) and real numbers λ1, · · · , λm
such that

1

2π

∫ 2π

0

|f(x)|2 dx =

m
∑

j=1

λj|f(xj)|2, ∀f ∈ T (Q). (3.12)

Then

m ≥ N2 ≥ (|Q| − 1)2

9
.

Proof. Note first that since Re(ab) = 1
4

(

|a + b|2 − |a − b|2
)

, (3.12) implies
that

1

2π

∫ 2π

0

f(x)g(x) dx =

m
∑

j=1

λjf(xj)g(xj), ∀f, g ∈ T (Q). (3.13)

Applying this last formula to f(x) = eijx and g(x) = eikx with j, k ∈ Q, and
using linearity of the integral, we then conclude that

1

2π

∫ 2π

0

h(x) dx =
m
∑

j=1

λjh(xj), ∀h ∈ T (Q−Q). (3.14)

Next, we note that 3N + 1−
√
2N ≤ |Q| ≤ 3N + 1, and

Q−Q ⊃
(

N
⋃

k=1

{k2, k2 − 1, · · · , k2 − 2N}
)

∪
(

{12, 22, · · · , N2}
)

.

Since k2 − (k − 1)2 = 2k − 1 < 2N for 1 ≤ k ≤ N , this together with
symmetry implies that

{

±j : j = 0, 1, 2, · · · , N2
}

⊂ Q−Q. (3.15)

Finally, (3.15) combined with (3.14) implies that the cubature formula in
(3.14) is exact for every f ∈ T (N2). Thus, by Proposition 3.5 we obtain the
required lower bound.

It is worth mentioning that the construction of the set Q satisfying the
conditions |Q| ≍ N and (3.15) is closely related to the so-called Sidon’s sets,
see, e.g., [27, 28].
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We now give one more example of a subspace of multivariate trigonomet-
ric polynomials, which is “difficult” for exact weighted discretization. Let
RT (n) denote the set of real trigonometric polynomials of degree at most n.
For q = 2s, s ∈ N, consider the following subspace

XN := {f(x1, . . . , xq) = f1(x1) + · · ·+ fq(xq) : fj ∈ RT (n), j = 1, . . . , q}.

Then N = dim(XN) = (2n + 1)q. Assume that sets {ξν} and {λν}, ν =
1, . . . , m are such that for any f ∈ XN we have

(2π)−q

∫

Tq

f(x)qdx =

m
∑

ν=1

λνf(ξ
ν)q.

Using the form q = 2s and applying s times the argument, which we used
above to derive (3.13) from (3.12), we obtain that for any fj ∈ RT (n),
j = 1, . . . , q we have

(2π)−q

∫

Tq

f1(x1) · · ·fq(xq)dx =

m
∑

ν=1

λνf1(ξ
ν
1 ) · · ·fq(ξνq ).

In particular, this implies that the cubature formula with nodes {ξν} and
weights {λν}, ν = 1, . . . , m, is exact for T (N), N = (n, . . . , n). Therefore,
by Proposition 3.5 we get m ≥ nq.

4 Exact weighted discretization with constraints

on the weights

In Section 3 we discussed the problem of exact weighted discretization and
related problems of recovery and numerical integration. In that setting we
did not impose any restrictions on the weights {λν}. In this section we
consider numerical integration and exact weighted discretization with addi-
tional constraints on weights {λν}. We only consider two natural types of
constraint.

Positivity. We assume that λν ≥ 0, ν = 1, . . . , m.
Stability. We assume that

∑m
ν=1 |λν | ≤ B.

In Subsection 4.2 we will also consider a more general stability property than
the one above.
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4.1 Exact weighted discretization with positive weights

In this section, we shall prove that given an N -dimensional subspace of con-
tinuous and integrable functions on a sequentially compact space, one can
always find an exact positive cubature formula with at most N nodes.

Theorem 4.1. Let Ω be a sequentially compact topological space with the
probability Borel measure µ. Then for each given N-dimensional real linear
subspace XN of L1(Ω, µ)∩C(Ω), there exist a set of N points {ξ1, · · · , ξN} ⊂
Ω and a set of nonnegative real numbers λ1, · · · , λN such that

∫

Ω

f(x) dµ(x) =
N
∑

j=1

λjf(ξ
j), ∀f ∈ XN . (4.1)

This theorem guarantees existence of exact positive cubature formula with
at most N nodes. One can observe that we actually have 2N parameters
as both the nodes and the weights can be chosen, while the dimension of
the subspace is N . Therefore, in many concrete situations reduction of the
number of nodes is possible. Perhaps the simplest example is the classical
Gaussian quadrature of highest algebraic degree of exactness, see, e.g. [11].

In the case when Ω is a compact subset of Rd, and XN is the space
of all real algebraic polynomials in d variables of total degree at most n,
Theorem 4.1 is known as the Tchakaloff theorem, and its proof can be found
in [23] (see also [46]). It is worthwhile to point out that Theorem 4.1 here
is applicable in a more general setting, and our proof is different from that
of the Tchakaloff theorem in [23].

Theorem 4.1 has two useful corollaries, the first of which provides an exact
positive cubature formula with one more node (i.e., N + 1 nodes instead of
N nodes) and the additional property that the sum of all the weights λν is
1.

Corollary 4.1. Under the conditions of Theorem 4.1, there exist a set of
N + 1 points {ξ1, · · · , ξN+1} ⊂ Ω and a set of nonnegative real numbers
λ1, · · · , λN+1 such that

∑N+1
j=1 λj = 1 and

∫

Ω

f(x) dµ(x) =
N+1
∑

j=1

λjf(ξ
j), ∀f ∈ XN . (4.2)
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The proof of Corollary 4.1 is almost identical to that of Theorem 4.1.
The only difference is that one uses the Carathéodory theorem instead of
Lemma 4.1 below.

The second corollary guarantees the existence of an exact weighted dis-
cretization theorem with positive weights and at mostM(N, q) nodes for each
even positive integer q and each given N -dimensional real linear subspace of
Lq, where

M(N, q) :=

(

N + q − 1

q

)

=
(N + q − 1)!

q!(N − 1)!
≍ N q.

Following the proof of Theorem 3.1, one can easily deduce from Theo-
rem 4.1 the following corollary, which in particular improves Theorem 3.1 in
the sense that all the weights λν are nonnegative.

Corollary 4.2. Assume that the conditions of Theorem 4.1 are satisfied,
and XN ⊂ Lq(Ω, µ) for some positive integer q. Let M :=

(

N+q−1
q

)

. Then
there exist ξν ∈ Ω and λν ≥ 0, ν = 1, . . . ,M , such that

∫

Ω

f qdµ =

M
∑

ν=1

λνf(ξ
ν)q, ∀f ∈ XN .

In particular, if q is even, then XN ∈ Mw
+(M, q, 0).

Note that according to Theorem 3.2, the lower bound
(

N+q−1
q

)

for the
number of nodes in the exact weighted discretization theorem is sharp even
without the positivity assumption.

Now we turn to the proof of Theorem 4.1. We will use the notation
conv(E) to denote the convex hull of a set E ⊂ RM , while conv(E) will
denote the closure of conv(E). We need the following lemma:

Lemma 4.1. Suppose that E ⊂ R
M and z ∈ conv(E). Then one can find

yν ∈ E and λν ≥ 0, ν = 1, . . . ,M , satisfying z =
∑M

ν=1 λνyν.

Proof. This is a corollary from a generalization of the Carathéodory theorem.
For instance, one can use [24, Corollary 17.1.2, p. 156] for one-element sets
Cy := {y}, y ∈ E =: I.

Proof of Theorem 4.1. Let u1, · · · , uN be a basis of the linear space XN . De-
fine the mapping Φ : Ω → RN by Φ(x) = (u1(x), · · · , uN(x)), x ∈ Ω. By
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linearity, it is easily seen that relation (4.2) is equivalent to the system of
equations:

N
∑

j=1

λjΦ(xj) = a, x1, . . . , xN ∈ Ω, λ1, . . . , λN ≥ 0, (4.3)

where

a =
(

∫

Ω

u1(x) dµ,

∫

Ω

u2(x) dµ, . . . ,

∫

Ω

uN(x) dµ
)

=

∫

Ω

Φ(x) dµ(x).

For the proof of (4.3), by Lemma 4.1, it suffices to prove that a ∈ conv(E),
where E = Φ(Ω) ⊂ RN .

To this end, we first prove that a ∈ conv(E). Assume to the contrary
that this is not true. Then by the convex separation theorem in RN , we can
find α ∈ RN and t ∈ R such that α · a > t ≥ supx∈Ω α · Φ(x). This gives a
contradiction since α · a =

∫

Ω
α · Φ(x)dµ(x).

Next, we show that a ∈ conv(E). Since a ∈ conv(E), it follows by the
Carathéodory theorem that for any positive integer n, there exist λn,v ≥ 0

and ξn,v ∈ Ω, ν = 1, · · · , N + 1 such that
∑N+1

ν=1 λn,v = 1 and

∥

∥

∥
a−

N+1
∑

ν=1

λn,vΦ(ξn,v)
∥

∥

∥
≤ n−1.

Since Ω is sequentially compact, without loss of generality, we may assume
that limn→∞ λn,v = λν ≥ 0 and limn→∞ ξn,v = ξv ∈ Ω, ν = 1, . . . , N + 1.

Then
∑N+1

ν=1 λv = 1 and by continuity of the mapping Φ : Ω → R
N , a =

∑N+1
ν=1 λνΦ(ξv). This proves that a ∈ conv(E).

4.2 Stable exact weighted discretization

In this subsection we prove that the one-sided Marcinkiewicz-type estimate
implies the existence of exact cubature formula with the same number of
nodes.

Let Ω be a subset of Rd equipped with a probability Borel measure µ. Let
1 ≤ p ≤ ∞ and XN ⊂ Lp(Ω, µ) ∩ C(Ω) be an N -dimensional real subspace.
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Theorem 4.2. Assume that there exist a finite subset W ⊂ Ω and a set
{µω : ω ∈ W} of positive numbers such that

‖f‖Lp(Ω,µ) ≤ C1

(

∑

ω∈W

µω|f(ω)|p
)1/p

, ∀f ∈ XN , (4.4)

if p <∞, and

‖f‖L∞(Ω,µ) ≤ C1 sup
ω∈W

|f(ω)|, ∀f ∈ XN ,

if p = ∞. Then there exists a sequence of real numbers {λω : ω ∈ W} such
that

∫

Ω

f(x) dµ(x) =
∑

ω∈W

λωf(ω), ∀f ∈ XN ,

and
(

∑

ω∈W

∣

∣

∣

∣

λω
µω

∣

∣

∣

∣

p′

µω

)1/p′

≤ C1, (4.5)

where 1
p
+ 1

p′
= 1 if p 6= 1, while in the case of p = 1 we obtain

|λω| ≤ C1µω for all ω ∈ W

instead of (4.5).

Proof. We give the proof for the case p 6= 1 only, the required modifications
for p = 1 are obvious. Denote by X∗

N the dual space of XN . Define

E :=
{

∑

ω∈W

λωδω : λω ∈ R,
(

∑

ω∈W

|λω|p
′

µ1−p′

ω

)1/p′

≤ C1

}

,

where δx denotes the linear functional in X∗
N given by δx(g) = g(x), g ∈ XN ,

x ∈ Ω. Clearly, it is sufficient to show that the linear functional ℓ ∈ X∗
N

given by

ℓ(g) :=

∫

Ω

g(x) dµ(x), g ∈ XN ,

lies in the set E. Assume to the contrary that ℓ /∈ E. It then follows by the
convex separation theorem that there exists a nonzero function f ∈ XN such
that

〈

∑

ω∈W

λωδω, f
〉

=
∑

ω∈W

λωf(ω) < 1 <

∫

Ω

f(x) dµ(x) ≤ ‖f‖p
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for every sequence {λω}ω∈Λ of real numbers satisfying (4.5). Taking supre-
mum over all real sequences {λω}ω∈W satisfying (4.5), we obtain

C1

(

∑

ω∈W

µω|f(ω)|p
)1/p′

< ‖f‖Lp(Ω,dµ),

which contradicts the condition (4.4).

5 Marcinkiewicz-type inequality for the hy-

perbolic cross polynomials for q = ∞
Recall that the set of hyperbolic polynomials is defined as

T (N) := T (N, d) :=
{

f : f =
∑

k∈Γ(N)

cke
i(k,x)

}

,

where Γ(N) is the hyperbolic cross

Γ(N) := Γ(N, d) :=
{

k ∈ Z
d :

d
∏

j=1

max{|kj|, 1} ≤ N
}

.

Throughout this section, we define

αd :=

d
∑

j=1

1

j
and βd := d− αd.

We use the following notation here. For x ∈ Td and j ∈ {1, . . . , d} we denote
xj := (x1, . . . , xj−1, xj+1, . . . , xd). Our main result in this section can be
stated as follows.

Theorem 5.1. For each d ∈ N and each N ∈ N there exists a set W (N, d)
of at most CdN

αd(logN)βd points in [0, 2π)d such that for all f ∈ T (N),

‖f‖∞ ≤ C(d) max
w∈W (N,d)

|f(w)|.

Theorem 5.1 for d = 1 is well known (see, for instance, Subsection 6.1 for
a detailed discussion). We prove Theorem 5.1 by induction on d. For readers’
convenience, first we demonstrate in Subsection 5.1 the step from d = 1 to
d = 2. Second, we demonstrate in Subsection 5.2 the general step from
d− 1 to d. An important ingredient in the proof is the following Bernstein’s
inequality (see, for instance, [30]):
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Lemma 5.1. For each f ∈ T (N),

‖f (1,··· ,1)‖∞ ≤ C(d)N(logN)d−1‖f‖∞.

5.1 Step from d = 1 to d = 2

This subsection is devoted to the proof of Theorem 5.1 for d = 2. As we
already pointed out above Theorem 5.1 is known in the case d = 1. For
M ∈ N define

VM :=
{2πj

M
: j = 0, 1, · · · ,M − 1

}

.

For natural numbers M and N we set

V (M,N, 2, j) := {x ∈ T
2 : xj ∈ VM , x

j ∈ W (N, 1)}, j = 1, 2,

where 2 stands for dimension. Finally, define

W :=WM,N := V (M,N, 2, 1) ∪ V (M,N, 2, 2).

Let ε ∈ (0, 1/8) be a small positive number. In our further argument we
specify M ∈ N to be the smallest number satisfying the inequality

C0M
−2N logN ≤ ε, (5.1)

with a sufficiently large positive constant C0. It is easily seen that then
|WM,N | ≤ C(ǫ)N3/2(logN)1/2. In this subsection, we show that for each
f ∈ T (N),

‖f‖∞ ≤ C(ε)max
w∈W

|f(w)|. (5.2)

Assume that x ∈ [0, 2π)2 is such that ‖f‖∞ = |f(x)|. Let a = (a1, a2),
aj ∈ VM , j = 1, 2 be such that 0 ≤ xj − aj ≤ 2πM−1, j = 1, 2. Then using
Lemma 5.1, we obtain

∣

∣

∣
f(a1, a2)− f(a1, x2)− f(x1, a2) + f(x1, x2)

∣

∣

∣
=
∣

∣

∣

∫ x1

a1

∫ x2

a2

f (1,1)(u, v) dvdu
∣

∣

∣

≤ C1N(logN)M−2‖f‖∞ ≤ ε‖f‖∞
provided C1 ≤ C0. In particular, this implies that

max
{

|f(a1, a2)|, |f(a1, x2)|, |f(x1, a2)|
}

≥ 1− ε

3
‖f‖∞.
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Suppose we have (the other two cases are treated in the same way)

|f(a1, x2)| ≥
1− ε

3
‖f‖∞. (5.3)

Then by Theorem 5.1 with d = 1 we obtain

|f(a1, x2)| ≤ max
u∈T

|f(a1, u)|

≤ C(1) max
w∈W (N,1)

|f(a1, w)| ≤ C(1)max
w∈W

|f(w)|. (5.4)

Inequalities (5.3) and (5.4) imply (5.2) with W = WM,N , where M satisfies
condition (5.1).

5.2 Step from d− 1 to d

In this subsection we prove Theorem 5.1 for all d ≥ 2. We use induction
on the dimension d. Assume that Theorem 5.1 has been proved for the case
of d − 1. That is, there exists a set W (N, d − 1) ⊂ [0, 2π)d−1 of at most
Cd−1N

αd−1(logN)βd−1 points such that

‖f‖∞ ≤ C(d− 1) max
w∈W (N,d−1)

|f(w)|, ∀f ∈ T (N, d− 1).

For natural numbers M and N define

V (M,N, d, j) := {x ∈ T
d : xj ∈ VM , x

j ∈ W (N, d− 1)}, j = 1, . . . , d.

Finally, define

W (d) :=WM,N(d) := ∪d
j=1V (M,N, d, j).

Let ε ∈ (0, 1/8) be a small positive number. In our further argument we
specify M ∈ N to be the smallest number satisfying the inequality

C0(d)M
−dN(logN)d−1 ≤ ε,

with a sufficiently large positive constant C0(d). It is easily seen that then

|WM,N(d)| ≤ Cd−1MNαd−1(logN)βd−1 ≤ C(d, ε)Nαd(logN)βd, (5.5)

where αd = αd−1 +
1
d
=
∑d

j=1
1
j
and βd = βd−1 + 1− 1

d
= d− αd.
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Assume that x ∈ [0, 2π)d is such that ‖f‖∞ = |f(x)|. Let a = (a1, . . . , ad),
aj ∈ VM , j = 1, . . . , d be such that 0 ≤ xj − aj ≤ 2πM−1, j = 1, . . . , d. By a
straightforward calculation we have

∣

∣

∣

∫ x1

a1

· · ·
∫ xd

ad

f (1,...,1)(u1, . . . , ud) dud . . . du1

∣

∣

∣
=
∣

∣

∣

∑

y∈A

(−1)nyf(y)
∣

∣

∣
,

where
A :=

{

(y1, . . . , yd) : yj = aj or xj for j = 1, . . . , d
}

and
ny =

∣

∣

∣

{

j : yj = aj , 1 ≤ j ≤ d
}∣

∣

∣
.

It follows by Lemma 5.1 that

∑

y∈A\{x}

|f(y)| ≥ (1− C(d)N(logN)d−1M−d)‖f‖∞ ≥ (1− ε)‖f‖∞,

provided C(d) ≤ C0(d). This implies

max
y∈A\{x}

|f(y)| ≥ 1− ε

2d − 1
‖f‖∞.

Let y0 ∈ A \ {x} be the one for which the inequality

|f(y0)| ≥ 1− ε

2d − 1
‖f‖∞ (5.6)

holds. Then there exists j := jy0 ∈ {1, . . . , d} such that y0j = aj . For
simplicity of notations assume that j = 1. By the induction assumption and
the definition of WM,N(d) we have

|f(y0)| ≤ sup
u∈[0,2π)d−1

|f(a1,u)| ≤ C(d− 1) max
w∈W (N,d−1)

|f(a1,w)|

≤ C(d− 1) max
w∈WM,N(d)

|f(w)|. (5.7)

Combining inequalities (5.6), (5.7) and taking into account bound (5.5) we
complete the proof of Theorem 5.1 with W (N, d) = WM,N(d).
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5.3 Some historical remarks and an application to Re-
mez inequalities

It is well known (see Subsection 6.1 for a detailed discussion) that

T (Π(N)) ∈ M(C(d)Nd,∞), Π(N) := {k ∈ Z
d : |kj| ≤ N, j = 1, . . . , d}.

In particular, this implies that

T (N) ∈ M(C(d)Nd,∞).

Theorem 5.1 shows that we can improve the above relation to

T (N) ∈ M(C(d)Nαd(logN)βd,∞).

Note that αd ≍ ln d. A trivial lower bound for m in the inclusion T (N) ∈
M(m,∞) is m ≥ dim(T (N)) ≍ N(logN)d−1. The following nontrivial lower
bound was obtained in [12] – [14].

Theorem 5.2. Let a set W ⊂ T2 have a property:

∀t ∈ T (N) ‖t‖∞ ≤ b(logN)α max
w∈W

|t(w)|

with some 0 ≤ α < 1/2. Then

|W | ≥ C1N logNeC2b−2(logN)1−2α

.

In particular, Theorem 5.2 with α = 0 implies that a necessary condition
on m for inclusion T (N) ∈ M(m,∞) is m ≥ dim(T (N))N c with positive
absolute constant c.

An operator TN with the following properties was constructed in [36].
The operator TN has the form

TN(f) =

m
∑

j=1

f(xj)ψj(x), m ≤ c(d)N(logN)d−1, ψj ∈ T (N2d)

and
TN(f) = f, f ∈ T (N), (5.8)

‖TN‖L∞→L∞
≍ (logN)d−1. (5.9)
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Points {xj} are form the Smolyak net. Properties (5.8) and (5.9) imply that
all f ∈ T (N) satisfy the discretization inequality (see [14])

‖f‖∞ ≤ C(d)(logN)d−1 max
1≤j≤m

|f(xj)|.

The general form of the Remez inequality for a function f ∈ XN ⊂ Lp(Ω),
0 < p ≤ ∞, reads as follows: for any Lebesgue measurable B ⊂ Ω with the
measure meas(B) ≤ b < 1

‖f‖Lp(Ω) ≤ C(N,meas(B), p)‖f‖Lp(Ω\B).

Applications of Remez type inequalities include many different results in
approximation theory and harmonic analysis; see [43] for more details and
references.

For trigonometric polynomials T (Q) with frequencies from Q ⊂ Zd (here
XN = T (Q) and Ω = Td) the following result is well known [22]. For d ≥ 1
and

Q = Π(N) := {k ∈ Z
d : |kj| ≤ Nj , j = 1, . . . , d},

where Nj ∈ N, for any p ∈ (0,∞], we have that C(N,meas(B), p) = C(d, p)
provided that

meas(B) ≤ C
∏d

j=1Nj

.

The investigation of the Remez-type inequalities for the hyperbolic cross
trigonometric polynomials with

Q = Γ(N) =
{

k ∈ Z
d :

d
∏

j=1

max{|kj|, 1} ≤ N
}

(5.10)

has been recently initiated in [43]. It turns out that for such polynomials
the problem to obtain the optimal Remez inequalities has different solutions
when p < ∞ and p = ∞. If p < ∞, then C(N,meas(B), p) = C(d, p)
provided that

meas(B) ≤ C

N
.

The case p = ∞ was also studied in [43].
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Theorem 5.3. There exist two positive constants C1(d) and C2(d) such that
for any set B ⊂ Td of normalized measure

meas(B) ≤ C2(d)

N(logN)d−1

and for any f ∈ T (Q), where Q is given by (5.10), we have

‖f‖∞ ≤ C1(d)(logN)d−1 sup
u∈Td\B

|f(u)|. (5.11)

It is worth mentioning that this result is sharp with respect to the loga-
rithmic factor. This is because the following statement is false (see [43]).

There exist δ > 0, A, c, and C such that for any f ∈ T (N) and any set
B ⊂ Td of measure meas(B) ≤ (cN(logN)A)−1 the Remez-type inequality
holds

‖f‖∞ ≤ C(logN)(d−1)(1−δ) sup
u∈Td\B

|f(u)|.

Let us now give a nontrivial Remez inequality with no logarithmic fac-
tor in (5.11). It follows from the fact [43, Th.2.4] that the discretization
inequality implies Remez inequality in L∞. Together with Theorem 5.1 this
implies

Theorem 5.4. Let d ≥ 2, αd =
∑d

j=1
1
j
, and βd = d − αd. There exist

two positive constants C1(d) and C2(d) such that for any set B ⊂ Td of
normalized measure

meas(B) ≤ C2(d)

Nαd(logN)βd

and for any f ∈ T (Q), where Q is given by (5.10), we have

‖f‖∞ ≤ C1(d) sup
u∈Td\B

|f(u)|.

6 Marcinkiewicz-type inequality for general

trigonometric polynomials for q = ∞
In this section we present results from [15] and [16]. More specifically, we
demonstrate how to obtain the first part of Theorem 2.3.
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6.1 Small ball inequality

In this section we consider special subspaces of the univariate trigonometric
polynomials. For n ∈ N let K := {kj}2n−1

j=n be a finite set of n natural numbers
such that kj+1 > kj, j = n, . . . , 2n− 2. For ν ∈ N define

T (K, ν) :=
{

f : f =

2n−1
∑

j=n

pj(x)e
ikjx

}

,

where pj ∈ T (ν) := T ([−ν, ν]), j = n, . . . , 2n− 1, n = 1, 2, . . . .
We prove some results for a set K and a number ν satisfying the following

condition.
Condition L. Suppose that all kj, j = n, . . . , 2n− 1, are divisible by kn

and that there exists a number b > 1 such that kj+1 ≥ bkj , j = n, . . . , 2n−2.
Moreover, there is a constant K such that we have ν ≤ (b − 1)kn/3 and
νn ≤ Kkn.

Theorem 6.1. Suppose that the pair K, ν satisfies Condition L. Then there
exists a constant C = C(K, b), which may only depend on K and b such that
for any

f =

2n−1
∑

j=n

pj(x)e
ikjx (6.1)

we have for all x ∈ [0, 2π)

2n−1
∑

j=n

|pj(x)| ≤ C‖f‖∞. (6.2)

Proof. Take a point x0 ∈ [0, 2π) and prove (6.2) for this point. First of all,
considering a convolution of f(x) with Vν(x)e

ikjx, where VN(x) is the de la
Vallée Poussin kernel (see [42], p. 10), we obtain

‖pj‖∞ ≤ C1‖f‖∞ =: A, j = n, . . . , 2n− 1. (6.3)

Second, consider f(x) with x = x0 + y/kn, y ∈ [0, 2π). By the Bernstein
inequality we get from (6.3) for y ∈ [0, 2π)

|pj(x0 + y/kn)− pj(x0)| ≤ Aν2π/kn. (6.4)
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We now use a well known fact from the theory of lacunary series (see [47],
Ch.6). For a function

g(y) :=

2n−1
∑

j=n

cje
ikjy (6.5)

we have
2n−1
∑

j=n

|cj| ≤ C2(b)‖g‖∞ (6.6)

with a constant C2(b), which may only depend on b.
Consider a function

g(y) :=

2n−1
∑

j=n

pj(x0)e
i(kjx0+kjy/kn).

Then, {kj/kn}2n−1
j=n is a lacunary set and (6.4), (6.6) imply

2n−1
∑

j=n

|pj(x0)| ≤ C2(b)‖g‖∞ ≤ max
y∈[0,2π)

|f(x0+y/kn)|+nAν2π/kn ≤ C(K, b)‖f‖∞.

This completes the proof of Theorem 6.1.

Theorem 6.1 implies immediately the following result.

Theorem 6.2. Suppose that the pair K, ν satisfies Condition L. Then there
exists a constant C = C(K, b), which may only depend on K and b such that
for any

f =

2n−1
∑

j=n

pj(x)e
ikjx (6.7)

we have
2n−1
∑

j=n

‖pj‖1 ≤ C‖f‖∞. (6.8)

As above for a finite set Λ ⊂ Zd denote T (Λ) the set of trigonometric
polynomials with frequencies in Λ. Denote

T (Λ)p := {f ∈ T (Λ) : ‖f‖p ≤ 1}.
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For a finite set Λ we assign to each f =
∑

k∈Λ f̂(k)e
i(k,x) ∈ T (Λ) a vector

A(f) := {(Re(f̂(k)), Im(f̂(k))), k ∈ Λ} ∈ R
2|Λ|

where |Λ| denotes the cardinality of Λ and define

BΛ(Lp) := {A(f) : f ∈ T (Λ)p}.

The volume estimates of the sets BΛ(Lp) and related questions have been
studied in a number of papers: the case Λ = [−n, n], p = ∞ in [9]; the
case Λ = [−N1, N1] × · · · × [−Nd, Nd], p = ∞ in [33], [34]. In the case
Λ = Π(N, d) := [−N1, N1]×· · ·×[−Nd, Nd], N := (N1, . . . , Nd), the following
estimates follow from results of [9], [33], and [34] (see also [42], p.333).

Theorem 6.3. For any 1 ≤ p ≤ ∞ we have

(vol(BΠ(N,d)(Lp)))
(2|Π(N,d)|)−1 ≍ |Π(N, d)|−1/2,

with constants in ≍ that may depend only on d.

Denote

Λ(K, ν) := ∪2n−1
j=n Λj(ν), Λj(ν) := [kj − ν, kj + ν].

We now estimate from above the vol(BΛ(K,ν)(L∞)) under Condition L.

Theorem 6.4. Suppose that the pair K, ν satisfies Condition L. Then

(vol(BΛ(K,ν)(L∞)))(2|Λ(K,ν)|)−1 ≤ C ′(n|Λ(K, ν)|)−1/2.

Proof. Let f ∈ T (Λ(K, ν)) and ‖f‖∞ ≤ 1. Then f has a form (6.7) and by
Theorem 6.2 we get

2n−1
∑

j=n

‖pj‖1 ≤ C. (6.9)

Inequality (6.9) guarantees that there exist numbers aj := [n‖pj‖1/C]+1 ∈ N

such that

‖pj‖1 ≤
Caj
n
,

2n−1
∑

j=n

aj ≤ 2n. (6.10)
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Denote A(n) := {a = (an, . . . , a2n−1) ∈ Nn : an + · · ·+ a2n−1 ≤ 2n}. Then

vol(BΛ(K,ν)(L∞)) ≤
∑

a∈A(n)

2n−1
∏

j=n

vol(BΛj(ν)(L1))(Caj/n)
2(2ν+1). (6.11)

For {aj} satisfying inequality (6.10) we obtain

an · · ·a2n−1 ≤ ((an + · · ·+ a2n−1)/n)
n ≤ 2n. (6.12)

It is known that

|{(b1, . . . , bn) ∈ Z
n
+ : b1 + · · ·+ bn = q}| =

(

n+ q − 1

q

)

.

Therefore, for the number of summands in (6.11) we have

|A(n)| ≤
n
∑

q=0

(

n + q − 1

q

)

≤ 22n. (6.13)

Combining (6.11) – (6.13), using Theorem 6.3 and taking into account that
|Λ(K, ν)| = n(2ν + 1) we obtain

(vol(BΛ(K,ν)(L∞)))(2|Λ(K,ν)|)−1 ≤ C ′(n|Λ(K, ν)|)−1/2. (6.14)

6.2 Discretization

The above Theorem 6.4 implies an interesting and surprising result on dis-
cretization for polynomials from T (Λ(K, ν)). We derive from Theorem 6.7,
which is a corollary of Theorem 6.4, that there is no analog of the Marcinkiewicz
theorem in L∞ for polynomials from T (Λ(K, ν)). We present here some re-
sults from [14] (see also [42], pp. 344–345). We begin with the following
conditional statement.

Theorem 6.5. Assume that a finite set Λ ⊂ Zd has the following properties:

(vol(BΛ(L∞)))1/D ≤ K1D
−1/2, D := 2|Λ|, (6.15)

and a set ΩM = {x1, . . . ,xM} satisfies the condition

∀f ∈ T (Λ) ‖f‖∞ ≤ K2‖f‖ΩM
, ‖f‖ΩM

:= max
x∈ΩM

|f(x)|. (6.16)
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Then there exists an absolute constant c > 0 such that

M ≥ |Λ|
e
ec(K1K2)−2

.

Proof. We use the following result of E. Gluskin [8].

Theorem 6.6. Let Y = {y1, . . . ,yS} ⊂ RD, ‖yi‖ = 1, i = 1, . . . , S, S ≥ D,
and

W (Y ) := {x ∈ R
D : |(x,yi)| ≤ 1, i = 1, . . . , S}.

Then
(vol(W (Y )))1/D ≥ C(1 + ln(S/D))−1/2.

By our assumption (6.16) we have

∀f ∈ T (Λ) ‖f‖∞ ≤ K2‖f‖ΩM
. (6.17)

Thus,

{A(f) : f ∈ T (Λ), |f(x)| ≤ K−1
2 , x ∈ ΩM} ⊆ BΛ(L∞). (6.18)

Further
|f(x)|2 = |

∑

k∈Λ

f̂(k)ei(k,x)|2 =

(

∑

k∈Λ

Ref̂(k) cos(k,x)− Imf̂(k) sin(k,x)

)2

+

(

∑

k∈Λ

Ref̂(k) sin(k,x) + Imf̂(k) cos(k,x)

)2

.

We associate with each point x ∈ ΩM two vectors y1(x) and y2(x) from RD:

y1(x) := {(cos(k,x),− sin(k,x)), k ∈ Λ},

y2(x) := {(sin(k,x), cos(k,x)), k ∈ Λ}.
Then

‖y1(x)‖2 = ‖y2(x)‖2 = |Λ|
and

|f(x)|2 = (A(f),y1(x))2 + (A(f),y2(x))2.

52



It is clear that the condition |f(x)| ≤ K−1
2 is satisfied if

|(A(f),yi(x))| ≤ 2−1/2K−1
2 , i = 1, 2.

Let now
Y := {yi(x)/‖yi(x)‖ : x ∈ ΩM , i = 1, 2}.

Then S = 2M and by Theorem 6.6

(vol(W (Y )))1/D ≥ C(1 + ln(S/D))−1/2. (6.19)

Using that the condition

|(A(f),yi(x))| ≤ 1

is equivalent to the condition

|(A(f),yi(x)/‖yi(x)‖)| ≤ (D/2)−1/2

we get from (6.18) and (6.19)

(vol(BΛ(L∞)))1/D ≥ C ′D−1/2K−1
2 (1 + ln(S/D))−1/2.

We now use our assumption (6.15) and obtain

K1K2 ≥ C ′(ln(eM/|Λ|))−1/2. (6.20)

This completes the proof of Theorem 6.5.

We now give some corollaries of Theorem 6.5.

Theorem 6.7. Assume that a finite set Ω ⊂ T has the following property.

∀t ∈ T (Λ(K, ν)) ‖t‖∞ ≤ K2‖t‖Ω. (6.21)

Then

|Ω| ≥ |Λ(K, ν)|
e

eCn/K2

2

with an absolute constant C > 0.
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Proof. By Theorem 6.2 we have with D := 2|Λ(K, ν)|

(vol(BΛ(K,ν)(L∞)))1/D ≤ C(n|Λ(K, ν)|)−1/2 ≤ Cn−1/2D−1/2

with a constant C > 0, which may depend on K and b. Using Theorem 6.5
we obtain

|Ω| ≥ |Λ(K, ν)|
e

eCn/K2

2 .

This proves Theorem 6.7.

Corollary 6.1. Denote N := |Λ(K, ν)|. Theorem 6.7 implies for m ≥ N

D(Λ(K, ν), m) ≥ Cn1/2
(

ln
em

N

)−1/2

. (6.22)

In particular, (6.22) with ν = 0 implies for m ≤ c′N that

D(Λ(K, 0), m) ≥ C ′N1/2 ⇒ D(N,m) ≥ C ′N1/2. (6.23)

Remark 6.1. In a particular case K2 = Bnα, 0 ≤ α ≤ 1/2, Theorem 6.7
gives

|Ω| ≥ |Λ(K, ν)|
e

eCB−2n1−2α

.

Corollary 6.2. Let a set Ω ⊂ T have a property:

∀t ∈ T (Λ(K, ν)) ‖t‖∞ ≤ Bnα‖t‖∞,Ω

with some 0 ≤ α < 1/2. Then

|Ω| ≥ C3|Λ(K, ν)|eCB−2n1−2α ≥ C1(K, b, B, α)|Λ(K, ν)|eC2(K,b,B,α)n1−2α

.

In the case ν = 0 we have |Λ(K, ν)| = n and, therefore, Corollary 6.2
with α = 0 claims that for D(Λ(K, 0), m) ≤ B we need m ≥ Cecn points for
discretization.

7 Universal discretization

Universal discretization problem. This problem is about finding (prov-
ing existence) of a set of points, which is good in the sense of the above
Marcinkiewicz-type discretization for a collection of linear subspaces. We

54



formulate it in an explicit form. Let XN := {XN,j}kj=1 be a collection
of linear subspaces XN,j of the Lq(Ω), 1 ≤ q ≤ ∞. We say that a set
{ξν ∈ Ω, ν = 1, . . . , m} provides universal discretization for the collection
XN if, in the case 1 ≤ q < ∞, there are two positive constants Ci(d, q),
i = 1, 2, such that for each j ∈ {1, . . . , k} and any f ∈ XN,j we have

C1(d, q)‖f‖qq ≤
1

m

m
∑

ν=1

|f(ξν)|q ≤ C2(d, q)‖f‖qq.

In the case q = ∞ for each j ∈ {1, . . . , k} and any f ∈ XN,j we have

C1(d)‖f‖∞ ≤ max
1≤ν≤m

|f(ξν)| ≤ ‖f‖∞. (7.1)

7.1 Anisotropic trigonometric polynomials

The problem of universal discretization for some special subspaces of the
trigonometric polynomials was studied in [41]. Recall that for a finite subset
Q of Zd,

T (Q) :=
{

f : f =
∑

k∈Q

cke
i(k,x), ck ∈ C, k ∈ Q

}

.

For s ∈ Zd
+ define

R(s) := {k ∈ Z
d : |kj| < 2sj , j = 1, . . . , d}.

Clearly, R(s) = Π(N) with Nj = 2sj − 1. Consider the collection C(n, d) :=
{T (R(s)), ‖s‖1 = n}. The following result was proved in [41].

Theorem 7.1. For every 1 ≤ q ≤ ∞ there exists a large enough constant
C(d, q), which depends only on d and q, such that for any n ∈ N there is a set
ξ := {ξν}mν=1 ⊂ Td, with m ≤ C(d, q)2n that provides universal discretization
in Lq for the collection C(n, d).

Theorem 7.1, basically, solves the universal discretization problem for
the collection C(n, d). It provides the upper bound m ≤ C(d, q)2n with
2n being of the order of the dimension of each T (R(s)) from the collection
C(n, d). Obviously, the lower bound for the cardinality of a set, providing
the Marcinkiewicz discretization theorem for T (R(s)) with ‖s‖1 = n, is ≥
C(d)2n.
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It was observed in [41] that the universal discretization problem in L∞

for the collection C(n, d) is, in a certain sense, equivalent to the minimal
dispersion problem. Let us describe this phenomenon in detail. Let d ≥ 2 and
[0, 1)d be the d-dimensional unit cube. For x,y ∈ [0, 1)d with x = (x1, . . . , xd)
and y = (y1, . . . , yd) we write x < y if this inequality holds coordinate-wise.
For x < y we write [x,y) for the axis-parallel box [x1, y1)×· · ·× [xd, yd) and
define

B := {[x,y) : x,y ∈ [0, 1)d,x < y}.
For n ≥ 1 let T be a set of points in [0, 1)d of cardinality |T | = n. The
volume of the largest empty (from points of T ) axis-parallel box, which can
be inscribed in [0, 1)d, is called the dispersion of T :

disp(T ) := sup
B∈B:B∩T=∅

vol(B).

An interesting extremal problem is to find (estimate) the minimal dispersion
of point sets of fixed cardinality:

disp*(n, d) := inf
T⊂[0,1)d,|T |=n

disp(T ).

It is known that
disp*(n, d) ≤ C∗(d)/n. (7.2)

Inequality (7.2) with C∗(d) = 2d−1
∏d−1

i=1 pi, where pi denotes the ith prime
number, was proved in [6] (see also [25]). The authors of [6] used the Halton-
Hammersly set of n points (see [19]). Inequality (7.2) with C∗(d) = 27d+1 was
proved in [1]. The authors of [1], following G. Larcher, used the (t, r, d)-nets.

Definition 7.1. A (t, r, d)-net (in base 2) is a set T of 2r points in [0, 1)d

such that each dyadic box [(a1 − 1)2−s1, a12
−s1)× · · ·× [(ad − 1)2−sd, ad2

−sd),
1 ≤ aj ≤ 2sj , j = 1, . . . , d, of volume 2t−r contains exactly 2t points of T .

A construction of such nets for all d and t ≥ Cd, r ≥ t is given in [20].
The following conditional theorem, based on the concept of dispersion, was
proved in [41].

Theorem 7.2. Let a set T with cardinality |T | = 2r =: m have dispersion
satisfying the bound disp(T ) < C(d)2−r with some constant C(d). Then there
exists a constant c(d) ∈ N such that the set 2πT := {2πx : x ∈ T} provides
the universal discretization in L∞ for the collection C(n, d) with n = r−c(d).
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The following Theorem 7.3 (see [41]) can be seen as an inverse to Theo-
rem 7.2.

Theorem 7.3. Assume that T ⊂ [0, 1)d is such that the set 2πT provides
universal discretization in L∞ for the collection C(n, d) with a constant C1(d)
(see (7.1)). Then there exists a positive constant C(d) such that disp(T ) ≤
C(d)2−n.

7.2 Arbitrary trigonometric polynomials

For n ∈ N denote Πn := Π(N)∩Zd with N = (2n−1−1, . . . , 2n−1−1), where,
as above, Π(N) := [−N1, N1]×· · ·× [−Nd, Nd]. Then |Πn| = (2n−1)d < 2dn.
Let v ∈ N and v ≤ |Πn|. Consider

S(v, n) := {Q ⊂ Πn : |Q| = v}.

Then it is easy to see that

|S(v, n)| =
(|Πn|

v

)

< 2dnv.

We are interested in solving the following problem of universal discretiza-
tion. For a given S(v, n) and q ∈ [1,∞) find a condition on m such that
there exists a set ξ = {ξν}mν=1 with the property: for any Q ∈ S(v, n) and
each f ∈ T (Q) we have

C1(q, d)‖f‖qq ≤
1

m

m
∑

ν=1

|f(ξν)|q ≤ C2(q, d)‖f‖qq.

We present results for q = 2 and q = 1.
The case q = 2. We begin with a general construction. Let XN =

span(u1, . . . , uN), where {uj}Nj=1 is a real orthonormal system on Td. With
each x ∈ T

d we associate the matrix G(x) := [ui(x)uj(x)]
N
i,j=1. Clearly, G(x)

is a symmetric matrix. For a set of points ξk ∈ Td, k = 1, . . . , m, and
f =

∑N
i=1 biui we have

1

m

m
∑

k=1

f(ξk)2 −
∫

Td

f(x)2dµ = bT

(

1

m

m
∑

k=1

G(ξk)− I

)

b,
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where b = (b1, . . . , bN)
T is the column vector. Therefore,

∣

∣

∣

∣

∣

1

m

m
∑

k=1

f(ξk)2 −
∫

Td

f(x)2dµ

∣

∣

∣

∣

∣

≤
∥

∥

∥

∥

∥

1

m

m
∑

k=1

G(ξk)− I

∥

∥

∥

∥

∥

‖b‖22.

We recall that the system {uj}Nj=1 satisfies Condition E (see (2.7)) if there
exists a constant t such that

w(x) :=
N
∑

i=1

ui(x)
2 ≤ Nt2.

Let points xk, k = 1, . . . , m, be independent uniformly distributed on Td

random variables. Then with a help of deep results on random matrices (see
Theorem 2.8 or [44, Theorem 1.1]) it was proved in [40] that

P

{∥

∥

∥

∥

∥

m
∑

k=1

(G(xk)− I)

∥

∥

∥

∥

∥

≥ mη

}

≤ N exp

(

−mη2

ct2N

)

with an absolute constant c. Consider real trigonometric polynomials from
the collection S(v, n). Using the union bound for the probability we get that
the probability of the event

∥

∥

∥

∥

∥

m
∑

k=1

(GQ(x
k)− I)

∥

∥

∥

∥

∥

≤ mη for all Q ∈ S(v, n)

is bounded from below by

1− |S(v, n)|v exp
(

−mη
2

cv

)

.

For any fixed η ∈ (0, 1/2] the above number is positive provided m ≥
C(d)η−2v2n with large enough C(d). The above argument proves the fol-
lowing result.

Theorem 7.4. There exist three positive constants Ci(d), i = 1, 2, 3, such
that for any n, v ∈ N and v ≤ |Πn| there is a set ξ = {ξν}mν=1 ⊂ Td, with
m ≤ C1(d)v

2n, which provides universal discretization in L2 for the collection
S(v, n): for any f ∈ ∪Q∈S(v,n)T (Q)

C2(d)‖f‖22 ≤
1

m

m
∑

ν=1

|f(ξν)|2 ≤ C3(d)‖f‖22.
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The classical Marcinkiewicz-type result for T (Πn) provides a universal
set ξ with cardinality m ≤ C(d)2dn. Thus, Theorem 7.4 gives a non-trivial
result for v satisfying v2n ≤ C(d)2dn.

Case q = 1. Similar to the case q = 2 a result on the universal discretiza-
tion for the collection S(v, n) will be derived from the probabilistic result on
the Marcinkiewicz-type theorem for T (Q), Q ⊂ Πn. However, the proba-
bilistic technique used in the case of q = 1 is different from the probabilistic
technique used in the case q = 2. The proof of Theorem 3.1 from [40] gives
the following result.

Theorem 7.5. Let points xj ∈ Td, j = 1, . . . , m, be independently and
uniformly distributed on Td. There exist positive constants C1(d), C2, C3,
and κ ∈ (0, 1) such that for any Q ⊂ Πn and m ≥ yC1(d)|Q|n7/2, y ≥ 1,

P

{

For any f ∈ T (Q), C2‖f‖1 ≤
1

m

m
∑

j=1

|f(xj)| ≤ C3‖f‖1
}

≥ 1− κy.

Therefore, using the union bound for probability we obtain the Marcinkiewicz-
type inequalities for all Q ∈ S(v, n) with probability at least 1− |S(v, n)|κy.
Choosing y = y(v, n) := C(d)vn with large enough C(d) we get

1− |S(v, n)|κy(v,n) > 0.

This argument implies the following result on universality in L1.

Theorem 7.6. There exist three positive constants C1(d), C2, C3, such that
for any n, v ∈ N and v ≤ |Πn| there is a set ξ = {ξν}mν=1 ⊂ Td, with m ≤
C1(d)v

2n9/2, which provides universal discretization in L1 for the collection
S(v, n): for any f ∈ ∪Q∈S(v,n)T (Q)

C2‖f‖1 ≤
1

m

m
∑

ν=1

|f(ξν)| ≤ C3‖f‖1.

The classical Marcinkiewicz-type result for T (Πn) provides a universal
set ξ with cardinality m ≤ C(d)2dn. Thus, Theorem 7.6 gives a non-trivial
result for v satisfying v2n9/2 ≤ C(d)2dn.
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8 Open problems

We collect a number of open problems in this section. Probably, some of them
are rather simple and others are very difficult. By listing these problems we
want to illustrate that there are many interesting and important directions
to go.

8.1 Exact

Results of Section 3 solve the problem of exact weighted discretization. The
problem of exact discretization, that is the problem with equal weights 1/m,
is still open.

Open problem 1. Find necessary and sufficient conditions onXN forXN ∈
M(c(d)N2, 2, 0).

Theorem 4.4 from [39] gives the following relation for the trigonomet-
ric polynomials T (Q) with frequencies from Q ⊂ Zd, satisfying some extra
conditions,

T (Q) ∈ M(c(d)|Q|2, 2, 0). (8.1)

Results of Subsection 3.5 show that (8.1) cannot be improved by replacing
|Q|2 by a slower growing function on |Q|.

Open problem 2. Does (8.1) hold for all Q?

Open problem 3 (conjecture). For a real subspace XN ⊂ L2(Ω, µ) define

m(XN , w) := min{m : XN ∈ Mw(m, 2, 0)}.

Let m = m(XN , w) and let {ξν}, {λν}, ν = 1, . . . , m, be such that for
any f ∈ XN we have

∫

Ω

f 2dµ =

m
∑

ν=1

λνf(ξ
ν)2.

Then λν > 0, ν = 1, . . . , m.
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8.2 M(m, q), 1 ≤ q ≤ ∞
For the trigonometric polynomials the problem is basically solved in the case
q = 2 (see Theorem 2.2 above and Theorem 1.1 from [39]):

T (Q) ∈ M(c(d)|Q|, 2). (8.2)

Open problem 4. Find conditions (necessary and sufficient) for T (Q) ∈
M(m, q) in the case q ∈ [1,∞] \ 2.

Here is a particular case of open problem 4, which is of special interest.

Open problem 5. Prove open problem 4 for T (Qn) – the set of trigono-
metric polynomials with frequencies from a step hyperbolic cross Qn.

A very interesting and very difficult problem is an analog of open prob-
lem 4 for general subspaces XN :

Open problem 6. Find conditions (necessary and sufficient) forXN ∈ M(m, q)
in the case q ∈ [1,∞]. This problem includes conditions on both XN

and m.

All the above problems, especially in the case of generalXN , are of interest
forMw(m, q). Open problem 6 contains interesting subproblems. We discuss
some of them.

Open problem 6a. Let Ω := [0, 1]d be a unit d-dimensional cube and µ be
a probability measure on Ω. Take q ∈ [1,∞). Is the following statement
true? There exists C(d, q) such that for any N -dimensional subspace
XN ⊂ Lq(Ω, µ) we have XN ∈ M(C(d, q)N, q).

Open problem 6b. Let Ω := [0, 1]d be a unit d-dimensional cube and µ be
a probability measure on Ω. Take q ∈ [1,∞). Is the following statement
true? There exists C(d, q) such that for any N -dimensional subspace
XN ⊂ Lq(Ω, µ) we have XN ∈ Mw(C(d, q)N, q).

It turns out that results for the Marcinkiewicz discretization problems in
Lq, 1 ≤ q < ∞ and in L∞ are different. We demonstrate this phenomenon
on the above Open problems 6a and 6b. In analogy with Open problems 6a
and 6b one could formulate the following version of them in the case of L∞.
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Open problem 6c. Let Ω := [0, 1]d be a unit d-dimensional cube. Is the
following statement true? There exists C(d) such that for any N -
dimensional subspace XN ⊂ L∞(Ω) of continuous functions we have
XN ∈ M(C(d)N,∞).

Open problem 6c is actually not an open problem. The negative answer to
this problem follows from the first part of Theorem 2.3. Moreover, the answer
is negative even if we restrict ourselves to subspaces T (Q) of trigonometric
polynomials. The reader can find results in this paper, which give partial
progress in Open problems 6a and 6b. The most progress is made in case
q = 2. In case q = 2 and µ is a discrete measure concentrated on ΩM =
{xj}Mj=1 with µ(x

j) = 1/M , j = 1, . . . ,M , the answer to Open problem 6b is
positive. This follows directly from (2.2). It is clear that it can be generalized
for many other probability measures µ, for instance, for the Lebesgue measure
on Ω. It is likely that the answer to the Open problem 6b is ”yes”. Probably,
the best progress in Open problem 6b for arbitrary µ is given in Theorem
2.13. Certainly, the above two open problems are of interest in the case of
trigonometric polynomials as well. We formulate them explicitly.

Open problem 6at. Let Ω := Td and q ∈ [1,∞). Is the following state-
ment true? There exists C(d, q) such that for any N -dimensional sub-
space XN = T (Q) we have XN ∈ M(C(d, q)N, q).

Open problem 6bt. Let Ω := Td and q ∈ [1,∞). Is the following state-
ment true? There exists C(d, q) such that for any N -dimensional sub-
space XN = T (Q) we have XN ∈ Mw(C(d, q)N, q).

Theorem 2.2 gives a positive answer to Open problems 6at and 6bt in the
case q = 2. In all other cases of q we do not have an answer.

Open problem 7. In the case q = ∞ there is the Kashin-Temlyakov phe-
nomenon, which says that for T (Qn) ∈ M(m,∞) it is necessary to
have m ≥ c(d)|Qn|1+c, c > 0. Is it true that for all dimensions
T (Qn) ∈ M(m,∞) provided m ≥ C(d)|Qn|2?

The following is a weaker form of open problem 7.

Open problem 8. Theorem 5.1 shows that

T (Qn) ∈ M(Cd2
nαdnβd,∞)
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with αd ≍ ln d. Does there exist an absolute constant c such that

T (Qn) ∈ M(Cd2
cn,∞)?

Assume that XN = span{u1(x), . . . , uN(x)} where {ui(x)}Ni=1 is a real
orthonormal system on Ω. The condition E (see (2.7)) is a typical sufficient
condition for some results. For instance, let ΩM = {xj}Mj=1 be a discrete set
with the probability measure µ(xj) = 1/M , j = 1, . . . ,M . Then it is known
(Rudelson for ΩM , see [40] for general Ω) that

XN ∈ M(CN logN, 2). (8.3)

It would be interesting to understand how important condition E is for
the Marcinkiewicz-type discretization theorems.

8.3 Mw(m, q), 1 ≤ q ≤ ∞
For q = 2 there is a strong result from [3] (see a discussion in Subsection 2.1
and at the end of Section 6 of [40])

XN(ΩM ) ∈ Mw(m, 2, ǫ) provided m ≥ CNǫ−2 (8.4)

with large enough C.

Open problem 9. For which XN we have different conditions on m for
XN ∈ M(m, q) and XN ∈ Mw(m, q)?

8.4 Constructive proofs

Theorem 3.1 establishes the following inclusion for even positive integers q

XN ∈ M(M(N, q), q, 0).

The proof of Theorem 3.1 is not constructive. In Subsection 2.5 we give a
constructive proof of Theorem 3.1 in case q = 2.

Open problem 10. Give a constructive proof of Theorem 3.1 for all even
positive integers q.

We pointed out in Section 2 that the main technique used for proving the
Marcinkiewicz-type discretization theorems is a probabilistic technique.
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Open problem 11. Give a constructive proof of Theorem 2.2.

Open problem 12. Give a constructive proof of Theorem 2.5.

Open problem 13. Give a constructive proof of Theorem 2.7.
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