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# Weighted polynomial approximation on the sphere and related domains 

Feng Dai

## CHAPTER 1

# Weighted Polynomial Inequalities with doubling or $A_{\infty}$ weights 

Polynomial inequalities have been playing crucial roles in approximation theory and other related fields. The main purposes in this chapter is to establish various important weighted polynomial inequalities on the sphere, such as Bernstein, Marcinkiewicz-Zygmund, Nikolskii, Remez, under the doubling condition or the slightly $A_{\infty}$ condition on the weights. Definitions and examples of doubling weights and $A_{\infty}$ weights are given in the first section, together with some useful properties of these weights. Section 2 is devoted to establishing useful highly localized estimates for a reproducing kernel and spherical polynomials. The fundamental tool for the investigation of weighted polynomial inequalities is a maximal function for spherical polynomials, which we introduce and study in the third section. It turns out that this maximal function can be controlled pointwisely by the Hardy-Littlewood maximal function, based on which several useful corollaries are deduced. Weighted Marcinkiewicz-Zygmund (MZ) inequalities are established in the fourth section, whereas weighted positive cubature formulas are studied in connection with MZ inequalities in the fifth section. The sixth section deals with weighted Bernstein and Nikolskii inequalities. Finally, in the seventh section, we establish weighted Remez type inequalities with $A_{\infty}$ weights.

## 1. Preliminaries

Let $\mathbb{S}^{d-1}=\left\{x \in \mathbb{R}^{d}:\|x\|^{2}:=x_{1}^{2}+\cdots+x_{d}^{2}=1\right\}$ denote the unit sphere of $\mathbb{R}^{d}$ equipped with the usual rotation invariant Lebesgue measure $d \sigma(x)$. Let $d(x, y)=\arccos x \cdot y$ denote the geodesic distance of $x, y \in \mathbb{S}^{d-1}$, and let $\mathrm{c}(x, r):=$ $\left\{y \in \mathbb{S}^{d-1}: d(x, y) \leq r\right\}$ denote the spherical cap centered at $x \in \mathbb{S}^{d-1}$ having radius $r>0$. Given a set $E \subset \mathbb{S}^{d-1}$, we denote by $\chi_{E}$ and meas $(E) \equiv|E|$ the characteristic function of $E$ and the Lebesgue measure $\sigma(E)$ of $E$, respectively. We shall use the notation $A \sim B$ to mean that there exists an inessential constant $c>0$, called the constant of equivalence, such that $c^{-1} A \leq B \leq c A$.

A spherical harmonic of degree $k$ on $\mathbb{S}^{d-1}$ is the restriction to the sphere $\mathbb{S}^{d-1}$ of a homogeneous harmonic polynomial of degree $k$, while a spherical polynomial of degree at most $N$ on $\mathbb{S}^{d-1}$ is the restriction to $\mathbb{S}^{d-1}$ of a polynomial in $d$ variables of degree at most $N$. We denote by $\mathcal{H}_{k}^{d}$ the space of all real spherical harmonics of degree $k$ on $\mathbb{S}^{d-1}$, and by $\Pi_{n}^{d}$ the space of all real spherical polynomials of degree at most $n$ on $\mathbb{S}^{d-1}$.

The spaces $\mathcal{H}_{k}^{d}, k=0,1, \cdots$ of spherical harmonics are mutually orthogonal with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle:=\int_{\mathbb{S}^{d-1}} f(x) g(x) d \sigma(x) \tag{1.1}
\end{equation*}
$$

In fact, each space $\mathcal{H}_{n}^{d}$ is the orthogonal complement of $\Pi_{n-1}^{d}$ in the Hilbert space $\Pi_{n}^{d}$ with respect to the inner product (1.1). Thus, the space $\Pi_{n}^{d}$ has an orthogonal
decomposition $\Pi_{n}^{d}=\bigoplus_{k=0}^{n} \mathcal{H}_{k}^{d}$. The dimension of $\mathcal{H}_{k}^{d}$ is given by

$$
a_{k}^{d}:=\operatorname{dim} \mathcal{H}_{k}^{d}=\frac{(2 k+d-2) \Gamma(k+d-1)}{(k+d-2) \Gamma(k+1) \Gamma(d-1)} \sim k^{d-2}, \quad \text { as } k \rightarrow \infty
$$

which also implies

$$
\operatorname{dim} \Pi_{n}^{d}=\sum_{k=0}^{n} a_{k}^{d}=\binom{n+d-1}{n} \sim n^{d-1}
$$

Since the space of spherical polynomials is dense in $L^{2} \equiv L^{2}\left(\mathbb{S}^{d-1}\right)$, we also have the orthogonal decomposition for $L^{2}\left(\mathbb{S}^{d-1}\right): L^{2}\left(\mathbb{S}^{d-1}\right)=\bigoplus_{k=0}^{\infty} \mathcal{H}_{k}^{d}$. By the addition formula for spherical harmonics, the orthogonal projection $\operatorname{proj}_{k} f$ of $f \in L^{2}$ onto $\mathcal{H}_{k}^{d}$ can be expressed as

$$
\begin{equation*}
\operatorname{proj}_{k} f(x)=c_{k} \int_{\mathbb{S}^{d-1}} f(y) P_{k}^{\left(\frac{d-3}{2}, \frac{d-3}{2}\right)}(x \cdot y) d \sigma(y), \quad x \in \mathbb{S}^{d-1} \tag{1.2}
\end{equation*}
$$

where

$$
c_{k}=\frac{\Gamma\left(\frac{d-1}{2}\right)}{\Gamma(d-1)\left|\mathbb{S}^{d-1}\right|} \frac{(2 k+d-2) \Gamma(k+d-2)}{\Gamma\left(k+\frac{d-1}{2}\right)}
$$

and $P_{k}^{(\alpha, \beta)}(t)$ denotes the usual Jacobi polynomial of degree $k$ and indices $\alpha, \beta$.
The Laplace -Beltrami operator $\Delta_{0}$ on $\mathbb{S}^{d-1}$ is defined by

$$
\Delta_{0} f(x):=\Delta_{\mathbb{R}^{d}} F(x), \quad x \in \mathbb{S}^{d-1}, \quad f \in C^{2}\left(\mathbb{S}^{d-1}\right)
$$

with $\Delta_{\mathbb{R}^{d}}=\sum_{j=1}^{d} \frac{\partial^{2}}{\partial x_{j}^{2}}$ and $F(y):=f\left(y|y|^{-1}\right)$. The operator $\Delta_{0}$ is an elliptic, unbounded, selfadjoint operator on $L^{2}\left(\mathbb{S}^{d-1}\right)$. More importantly, each $\mathcal{H}_{k}^{d}$ is the space of eigenfunctions of $\Delta_{0}$ corresponding to the eigenvalue $\lambda_{k}=-k(k+d-2)$; that is,

$$
\begin{equation*}
\mathcal{H}_{k}^{d}=\left\{f \in C^{2}\left(\mathbb{S}^{d-1}\right): \quad \Delta_{0} f=\lambda_{k} f\right\}, \quad k=0,1, \cdots \tag{1.3}
\end{equation*}
$$

The Laplace-Beltrami operator $\Delta_{0}$ can be decomposed as

$$
\begin{equation*}
\Delta_{0}=\sum_{1 \leq i<j \leq d} D_{i, j}^{2} \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{i, j}:=x_{j} \frac{\partial}{\partial x_{i}}-x_{i} \frac{\partial}{\partial x_{j}}, \quad 1 \leq i \neq j \leq d \tag{1.5}
\end{equation*}
$$

A remarkable fact is that each differential operator $D_{i, j}$ commutes with the LaplaceBeltrami operator $\Delta_{0}$. The differential operators $D_{i, j}$ will play an important role in our analysis. Thus, we collect some of the properties of these operators in the following lemma.

Lemma 1.1. (i) Each $D_{i, j}$ preserves spherical harmonics, i.e., $D_{i, j} \mathcal{H}_{k}^{d} \subset \mathcal{H}_{k}^{d}$.
(ii) Each $D_{i, j}$ commutes with the Laplacian-Beltrami operator $\Delta_{0}$.
(iii) $\left\langle D_{i, j} f, g\right\rangle=-\left\langle f, D_{i, j} g\right\rangle$ holds for all $f, g \in C^{1}\left(\mathbb{S}^{d-1}\right)$.
(iv) For $r \in \mathbb{N}$,

$$
\begin{equation*}
D_{1,2}^{r} f(x)=\left(-\frac{\partial}{\partial \phi}\right)^{r} f\left(s \cos \phi, s \sin \phi, x_{3}, \ldots, x_{d}\right) \tag{1.6}
\end{equation*}
$$

where $\left(x_{1}, x_{2}\right)=(s \cos \phi, s \sin \phi)$. Other $D_{i, j}^{r}$ can be expressed likewise.
(v) Every tangential derivative on the sphere can be expressed in terms of the differential operators $D_{i, j}$ :

$$
\frac{\partial}{\partial x_{j}}\left[f\left(\frac{x}{\|x\|}\right)\right]_{\|x\|=1}=-\sum_{\{i: i=1, \cdots, d, i \neq j\}} x_{i} D_{i, j} f .
$$

(vi) For any $f, g \in C^{1}\left(\mathbb{S}^{d-1}\right)$, we have

$$
\left\langle\nabla_{0} f, \nabla_{0} g\right\rangle=\sum_{1 \leq i<j \leq d}\left\langle D_{i, j} f, D_{i, j} g\right\rangle,
$$

where $\nabla_{0} f$ denotes the tangential gradient given by

$$
\nabla_{0} f=\nabla\left[f\left(\frac{x}{\|x\|}\right)\right]_{\|x\|=1}
$$

A nonnegative integrable function on $\mathbb{S}^{d-1}$ is called a weight function.
Given a weight function $w$ (i.e., a nonnegative integrable function) on $\mathbb{S}^{d-1}$, we denote by $L_{p, w} \equiv L_{p, w}\left(\mathbb{S}^{d-1}\right)$ the Lebesgue space on $\mathbb{S}^{d-1}$ endowed with the quasi-norm

$$
\|f\|_{p, w}=\left(\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x)\right)^{\frac{1}{p}}, \quad 0<p<\infty
$$

We write $w(E)=\int_{E} w(x) d \sigma(x)$ for $E \subset \mathbb{S}^{d-1}$ and a weight function $w$. Given a spherical cap $B:=\mathrm{c}(x, r)$ and $c>0$, we denote by $c B$ the spherical cap $\mathrm{c}(x, c r)$ with the same center as $B$ but with $c$ times the radius.

A weight function $w$ on $\mathbb{S}^{d-1}$ is said to satisfy the doubling condition if there exists a constant $L>0$ such that

$$
\begin{equation*}
w(2 B) \leq L w(B) \quad \text { for all spherical caps } B \subset \mathbb{S}^{d-1} \tag{1.7}
\end{equation*}
$$

The least constant $L$ for which (1.7) is satisfies is called the doubling constant of $w$, and is denoted by $L_{w}$. We will use the letter $s_{w}$ to denote a number which satisfies $0 \leq s_{w} \leq \log L_{w} / \log 2$ and

$$
\begin{equation*}
\sup _{B} \frac{w\left(2^{m} B\right)}{w(B)} \leq C_{L_{w}} 2^{m s_{w}}, \quad m=1,2, \cdots, \tag{1.8}
\end{equation*}
$$

for some constant $C_{L_{w}}$ depending only on $L_{w}$, with the supremum being taken over all spherical caps $B \subset \mathbb{S}^{d-1}$. Evidently, such a number $s_{w}$ satisfies

$$
\begin{equation*}
\varlimsup_{m \rightarrow \infty} \frac{1}{m} \log _{2}\left(\sup _{B} \frac{w\left(2^{m} B\right)}{w(B)}\right) \leq s_{w} \leq \frac{\log L_{w}}{\log 2} . \tag{1.9}
\end{equation*}
$$

Note that according to (1.7), (1.8) is satisfies with $s_{w}=\log L_{w} / \log 2$ and $C_{L_{w}}=1$. For $n=1,2, \cdots$, we set

$$
\begin{equation*}
w_{n}(x)=n^{d-1} \int_{c\left(x, \frac{1}{n}\right)} w(y) d \sigma(y), \text { and } w_{0}(x)=w_{1}(x) \tag{1.10}
\end{equation*}
$$

The following lemma sketches several useful properties of doubling weights.
Lemma 1.2. Let $w$ be a doubling weight on $\mathbb{S}^{d-1}$.
(i) If $0<r<t$ and $x \in \mathbb{S}^{d-1}$, then

$$
\begin{equation*}
w(\mathrm{c}(x, t)) \leq C_{L_{w}}\left(\frac{t}{r}\right)^{s_{w}} w(\mathrm{c}(x, r)) \tag{1.11}
\end{equation*}
$$

(ii) For $x, y \in \mathbb{S}^{d-1}$ and $n=0,1, \cdots$,

$$
\begin{equation*}
w_{n}(x) \leq C_{L_{w}}(1+n d(x, y))^{s_{w}} w_{n}(y) \tag{1.12}
\end{equation*}
$$

Proof. (i) Assuming that $2^{m-1} \leq t / r \leq 2^{m}$, we have $w(\mathrm{c}(x, t)) \leq w\left(\mathrm{c}\left(x, 2^{m} r\right)\right) \leq L_{w} C_{L_{w}} 2^{(m-1) s_{w}} w(\mathrm{c}(x, r)) \leq L_{w} C_{L_{w}}\left(\frac{t}{r}\right)^{s_{w}} w(\mathrm{c}(x, r))$, which proves (i).
(ii) For $x, y \in \mathbb{S}^{d-1}$, we have

$$
\begin{aligned}
w_{n}(x) & =n^{-(d-1)} \int_{c\left(x, n^{-1}\right)} w(z) d \sigma(z) \leq n^{-(d-1)} \int_{c\left(y, n^{-1}+d(x, y)\right)} w(z) d z \\
& \leq C_{L_{w}} n^{-(d-1)}\left(\frac{n^{-1}+d(x, y)}{n^{-1}}\right)^{s_{w}} w\left(\mathrm{c}\left(y, n^{-1}\right)\right) \leq C_{L_{w}}(1+n d(x, y))^{s_{w}} w_{n}(y)
\end{aligned}
$$

where the third step uses (1.11). This completes the proof of (ii).
A weight function $w$ on $\mathbb{S}^{d-1}$ is called an $A_{\infty}$ weight if there exists a constant $\beta \geq 1$ such that

$$
\begin{equation*}
\frac{w(B)}{w(E)} \leq \beta\left(\frac{\operatorname{meas} B}{\operatorname{meas} E}\right)^{\beta} \tag{1.13}
\end{equation*}
$$

for every spherical cap $B \subset \mathbb{S}^{d-1}$ and every measurable subset $E$ of $B$. The least constant $\beta$ in (1.13) is called the $A_{\infty}$ constant of $w$, and is denoted by $A_{\infty}(w)$.

Directly by their definitions, an $A_{\infty}$ weight must be a doubling weight. Below we give two important examples of $A_{\infty}$-weights on $\mathbb{S}^{d-1}$.

Example 1.3. Let $\kappa=\left(\kappa_{1}, \cdots, \kappa_{d}\right) \in \mathbb{R}_{+}^{d}$ and $|\kappa|=\kappa_{1}+\ldots+\kappa_{d}$. The weight function

$$
\begin{equation*}
w_{\kappa}(x)=\prod_{j=1}^{d}\left|x_{j}\right|^{\kappa_{j}}, \quad x=\left(x_{1}, \cdots, x_{d}\right) \in \mathbb{S}^{d-1} \tag{1.14}
\end{equation*}
$$

satisfies the $A_{\infty}$ condition. Furthermore, the least constant $s_{w_{\kappa}}$ for which (1.8) is satisfied is given by

$$
\begin{equation*}
s_{w_{\kappa}}:=d-1+|\kappa|-\min _{1 \leq j \leq d} \kappa_{j} . \tag{1.15}
\end{equation*}
$$

Moreover, if $x \in \mathbb{S}^{d-1}$ and $\theta \in(0, \pi)$, then

$$
\begin{equation*}
w_{\kappa}(\mathrm{c}(x, \theta)) \sim \theta^{d-1} \prod_{j=1}^{d}\left(\left|x_{j}\right|+\theta\right)^{\kappa_{j}} . \tag{1.16}
\end{equation*}
$$

Proof. Let $E$ be a measurable subset of a spherical cap $B=\mathrm{c}(x, \theta) \subset \mathbb{S}^{d-1}$, and let $\gamma:=$ meas $E /$ meas $B$. We claim that

$$
\begin{equation*}
c_{1} \gamma^{\beta} \theta^{d-1} \prod_{j=1}^{d}\left(\left|x_{j}\right|+\theta\right)^{\kappa_{j}} \leq w_{\kappa}(E) \leq c_{2} \gamma \theta^{d-1} \prod_{j=1}^{d}\left(\left|x_{j}\right|+\theta\right)^{\kappa_{j}} \tag{1.17}
\end{equation*}
$$

with $\beta=1+|\kappa|-\min _{1 \leq j \leq d} \kappa_{j}$.
For the moment, we take (1.17) for granted and proceed with our proof. Clearly, (1.16) follows directly by (1.17) applied to $E=B$. For the proof of (1.15), using (1.8) and (??), it suffices to verify the following two inequalities:

$$
\begin{align*}
& \frac{w_{\kappa}\left(2^{m} B\right)}{w_{\kappa}(B)} \leq C 2^{m s_{\kappa}^{\prime}}, \quad \forall B=\mathrm{c}(x, \theta), \quad x \in \mathbb{S}^{d-1}  \tag{1.18}\\
& \lim _{m \rightarrow \infty} \frac{1}{m} \log _{2}\left(\sup _{B} \frac{w_{\kappa}\left(2^{m} B\right)}{w_{\kappa}(B)}\right) \geq s_{\kappa}^{\prime}, \tag{1.19}
\end{align*}
$$

where $s_{\kappa}^{\prime}=d-1+|\kappa|-\min _{1 \leq j \leq d} \kappa_{j}$. To show (1.18), without loss of generality, we may assume that $\left|x_{1}\right|=\max _{1 \leq j \leq d}\left|x_{j}\right|$. Then using (1.16), we obtain, for $0<\theta \leq 2^{-m}$,

$$
\frac{w_{\kappa}\left(2^{m} B\right)}{w_{\kappa}(B)} \sim \frac{2^{m(d-1)} \prod_{j=2}^{d}\left(\left|x_{j}\right|+2^{m} \theta\right)^{\kappa_{j}}}{\prod_{j=2}^{d}\left(\left|x_{j}\right|+\theta\right)^{\kappa_{j}}} \leq 2^{m(d-1)} 2^{m\left(|\kappa|-\kappa_{1}\right)} \leq 2^{m s_{\kappa}^{\prime}}
$$

while for $2^{-m}<\theta \leq \pi$,

$$
\frac{w_{\kappa}\left(2^{m} B\right)}{w_{\kappa}(B)} \sim \frac{1}{\theta^{d-1} \prod_{j=2}^{d}\left(\left|x_{j}\right|+\theta\right)^{\kappa_{j}}} \leq\left(\frac{1}{\theta}\right)^{d-1+|\kappa|-\kappa_{1}} \leq 2^{m s_{\kappa}^{\prime}}
$$

This proves (1.18). To show (1.19), without loss of generality, we may assume that $\kappa_{1}=\min _{1 \leq j \leq d} \kappa_{j}$. Then taking $x=e_{1}:=(1,0, \cdots, 0) \in \mathbb{S}^{d-1}$, and using (1.16), we deduce

$$
\begin{aligned}
\varlimsup_{m \rightarrow \infty} \frac{1}{m} \log _{2}\left(\sup _{B} \frac{w_{\kappa}\left(2^{m} B\right)}{w_{\kappa}(B)}\right) & \geq \varlimsup_{m \rightarrow \infty} \frac{1}{m} \log _{2}\left(\sup _{\theta \in\left(0,2^{-m}\right)} \frac{w_{\kappa}\left(\mathrm{c}\left(e_{1}, 2^{m} \theta\right)\right)}{w_{\kappa}\left(\mathrm{c}\left(e_{1}, \theta\right)\right)}\right) \\
& =\varlimsup_{m \rightarrow \infty} \frac{1}{m} \log _{2}\left(\sup _{\theta \in\left(0,2^{-m}\right]} \frac{\prod_{j=2}^{d} 2^{m \kappa_{j}} \theta^{\kappa_{j}}}{\prod_{j=2}^{d} \theta^{\kappa_{j}}}\right)=s_{\kappa}^{\prime}
\end{aligned}
$$

This proves (1.19). Finally, we show that $w_{\kappa}$ satisfies the $A_{\infty}$ condition. Indeed, using (1.17) and (1.17), we obtain

$$
\begin{equation*}
c_{1} \gamma^{\beta}=c_{1}\left(\frac{\operatorname{meas} E}{\text { meas } B}\right)^{\beta} \leq \frac{w_{\kappa}(E)}{w_{\kappa}(B)} \leq c_{2} \frac{\operatorname{meas} E}{\text { meas } B}=c_{2} \gamma \tag{1.20}
\end{equation*}
$$

The $A_{\infty}$ property of the weights $w_{\kappa}$ follows by the definition.
It remains to prove the claim (1.17). Without loss of generality, we may assume that $\theta \in\left(0,99^{-1} d^{-\frac{1}{2}}\right)$, since (1.17) holds trivially if $\theta \geq 99^{-1} d^{-\frac{1}{2}}$. Let $\varepsilon \in\left(0, \frac{1}{2}\right)$ be a sufficiently small absolute constant to be determined later, and let $K_{j}:=\{y \in$ $\left.\mathrm{c}(x, \theta): \quad\left|y_{j}\right| \leq \varepsilon \gamma \theta\right\}$ for $j=1,2, \cdots, d$. We then assert that

$$
\begin{equation*}
\text { meas } K_{j} \leq C_{d} \varepsilon \text { meas } E, \quad 1 \leq j \leq d \tag{1.21}
\end{equation*}
$$

To see this, it is enough to consider the case $j=1$. Write $x=\left(x_{1}, \cdots, x_{d}\right)=$ $\left(\cos t_{0}, \xi \sin t_{0}\right)$ for some $t_{0} \in[0, \pi]$ and $\xi \in \mathbb{S}^{d-2}$. If $\left|x_{1}\right|=\left|\cos t_{0}\right|>2 \theta$ then $\left|y_{1}\right| \geq\left|x_{1}\right|-d(x, y) \geq \theta$ for all $y \in \mathrm{c}(x, \theta)$, which implies that $K_{1}=\emptyset$. So, without loss of generality, we may assume that $\left|x_{1}\right| \leq 2 \theta$. Since $\theta \in\left(0,99^{-1} d^{-\frac{1}{2}}\right)$,

$$
\left|t-t_{0}\right|+\|\eta-\xi\| \sim\left|t-t_{0}\right|+\left(\sin t \sin t_{0}\right)^{1 / 2}\|\eta-\xi\| \sim d(x, y) \leq \theta
$$

whenever $y=(\cos t, \eta \sin t) \in \mathrm{c}(x, \theta)$ with $t \in[0, \pi]$ and $\eta \in \mathbb{S}^{d-2}$. Hence,

$$
\text { meas } \begin{aligned}
K_{1} & =\int_{0}^{\pi} \sin ^{d-2} t\left(\int_{\mathbb{S}^{d-2}} \chi_{K_{1}}(\cos t, \eta \sin t) d \sigma(\eta)\right) d t \\
& \leq \int_{\pi / 2-\arcsin (\varepsilon \gamma \theta)}^{\pi / 2+\arcsin (\varepsilon \gamma \theta)}\left(\int_{\left\{\eta \in \mathbb{S}^{d-2}: d(\eta, \xi) \leq c \theta\right\}} d \sigma(\eta)\right) d t \leq C_{d} \varepsilon \text { meas } E
\end{aligned}
$$

which proves the assertion (1.21).
Next, we choose $\varepsilon=\frac{1}{2 d C_{d}}$ so that by (1.21), $\sum_{j=1}^{d}$ meas $K_{j} \leq d C_{d} \varepsilon$ meas $E \leq$ $\frac{1}{2}$ meas $E$. In addition, setting $I_{1}:=\left\{j: 1 \leq j \leq d,\left|x_{j}\right| \geq 4 \theta\right\}$ and $I_{2}:=\{j: 1 \leq$ $\left.j \leq d, \quad\left|x_{j}\right|<4 \theta\right\}$, and observing that $\left|x_{j}\right| \sim\left|y_{j}\right|$ whenever $j \in I_{1}$ and $y \in \mathrm{c}(x, \theta)$, we deduce

$$
\begin{align*}
w_{\alpha}(E) & =\int_{E} \prod_{j=1}^{d}\left|y_{j}\right|^{\alpha_{j}} d \sigma(y) \sim\left(\prod_{j \in I_{1}}\left|x_{j}\right|^{\alpha_{j}}\right) \int_{E} \prod_{j \in I_{2}}\left|y_{j}\right|^{\alpha_{j}} d \sigma(y)  \tag{1.22}\\
& \geq\left(\prod_{j \in I_{1}}\left|x_{j}\right|^{\alpha_{j}}\right) \int_{E \backslash \cup \cup_{j=1}^{d} K_{j}} \prod_{j \in I_{2}}(\varepsilon \gamma \theta)^{\alpha_{j}} d \sigma(y) \geq c \gamma^{\beta} \theta^{d-1} \prod_{j=1}^{d}\left(\left|x_{j}\right|+\theta\right)^{\alpha_{j}} .
\end{align*}
$$

Moreover, using (1.22) directly, we have the following upper estimates:

$$
w_{\alpha}(E) \leq C\left(\prod_{j \in I_{1}}\left|x_{j}\right|^{\alpha_{j}}\right) \int_{E} \prod_{j \in I_{2}} \theta^{\alpha_{j}} d \sigma(y) \sim \gamma \theta^{d-1} \prod_{j=1}^{d}\left(\left|x_{j}\right|+\theta\right)^{\alpha_{j}}
$$

This completes the proof of the claim (1.17).

Example 1.4. Let $\kappa=\left(\kappa_{1}, \ldots, \kappa_{m}\right) \in \mathbb{R}_{+}^{m}, v=\left(v_{1}, \ldots, v_{m}\right)$ with $v_{j} \in \mathbb{S}^{d-1}$, $1 \leq j \leq m$. Then the weight function

$$
w_{\kappa, v}(x)=\prod_{j=1}^{m}\left|\left\langle x, v_{j}\right\rangle\right|^{\kappa_{j}}
$$

is an $A_{\infty}$ weight on $\mathbb{S}^{d-1}$. Furthermore, if $x=\left(x_{1}, \cdots, x_{d}\right) \in \mathbb{S}^{d-1}$ and $\theta \in(0, \pi)$, then

$$
\begin{equation*}
w_{\kappa, v}(\mathrm{c}(x, \theta)) \sim \theta^{d-1} \prod_{j=1}^{m}\left(\left|\left\langle x, v_{j}\right\rangle\right|+\theta\right)^{\kappa_{j}} . \tag{1.23}
\end{equation*}
$$

Proof. Following the proof in the above example, we can show that if $E$ is a measurable subset of a spherical cap $B \subset \mathbb{S}^{d-1}$, then

$$
c_{1}\left(\frac{\operatorname{meas} E}{\operatorname{meas} B}\right)^{1+|\kappa|} \leq \frac{w_{\alpha}(E)}{w_{\alpha}(B)} \leq c_{2} \frac{\operatorname{meas} E}{\text { meas } B}
$$

for some positive constants $c_{1}, c_{2}$ depending only on $d, m$ and $\kappa$, from which it will follow that $w_{\kappa, v}$ is an $A_{\infty}$ weight. The proof of this last equation relies on (1.23). To illustrate the idea, we give a detailed proof of (1.23) below.

Without loss of generality, we may assume that $v_{i} \neq v_{j}$ if $i \neq j$. Set

$$
\begin{aligned}
\mathcal{A} & =\{i: \\
\mathcal{B} & \left.1 \leq i \leq m, \quad\left|\left\langle x, v_{i}\right\rangle\right|<4 \theta\right\} \\
\mathcal{B}: & \left.1 \leq i \leq m,\left|\left\langle x, v_{i}\right\rangle\right| \geq 4 \theta\right\}
\end{aligned}
$$

Note that, for $y \in \mathrm{c}(x, 2 \theta)$,

$$
\begin{align*}
w_{\kappa, \mathbf{v}}(y) & \sim\left(\prod_{i \in \mathcal{A}}\left|\left\langle y, v_{i}\right\rangle\right|^{\kappa_{i}}\right)\left(\prod_{j \in \mathcal{B}}\left|\left\langle x, v_{j}\right\rangle\right|^{\kappa_{j}}\right)  \tag{1.24}\\
& \leq\left(\prod_{i \in \mathcal{A}}(6 \theta)^{\kappa_{i}}\right)\left(\prod_{j \in \mathcal{B}}\left|\left\langle x, v_{j}\right\rangle\right|^{\kappa_{j}}\right) \tag{1.25}
\end{align*}
$$

The upper estimate of (1.23) then follows.
To show the lower estimate, let

$$
E_{j}=\left\{y \in \mathrm{c}\left(x, \frac{\theta}{4}\right):\left|d\left(y, v_{j}\right)-\frac{\pi}{2}\right| \leq \varepsilon_{d, m} \theta\right\}, \quad 1 \leq j \leq m
$$

with $\varepsilon_{d, m}$ be a sufficiently small positive constant depending only on $d$ and $m$. A straightforward calculation shows that

$$
\sum_{j=1}^{m} \operatorname{meas}\left(E_{j}\right) \leq C_{d} \varepsilon_{d, m} m \theta^{d-1} \leq \frac{1}{2} \operatorname{meas}\left(\mathrm{c}\left(x, \frac{\theta}{4}\right)\right)
$$

provided that $\varepsilon_{d, m}$ is small enough. Thus, there must exist a point $y_{0} \in \mathrm{c}\left(x, 4^{-1} \theta\right)$ such that

$$
\left|\left\langle y_{0}, v_{j}\right\rangle\right| \geq \sin \left(\varepsilon_{d, m} \theta\right), \quad \text { for all } 1 \leq j \leq m
$$

It follows that $\mathrm{c}\left(y_{0}, \frac{\varepsilon_{d, m} \theta}{2}\right) \subset \mathrm{c}(x, \theta)$ and that for any $y \in \mathrm{c}\left(y_{0}, \frac{\varepsilon_{d, m} \theta}{2}\right)$ and $i \in \mathcal{A}$,

$$
5 \theta>\left|\left\langle y, v_{i}\right\rangle\right| \geq \sin \left(\frac{\varepsilon_{d, m} \theta}{2}\right) \geq \frac{\varepsilon_{d, m} \theta}{\pi}
$$

Using (1.24), we obtain

$$
\begin{equation*}
w_{\kappa, \mathbf{v}}(y) \sim\left(\prod_{i \in \mathcal{A}} \theta^{\kappa_{i}}\right) \prod_{j \in \mathcal{B}}\left|\left\langle x, v_{j}\right\rangle\right|^{\kappa_{j}}, \quad \forall y \in \mathrm{c}\left(y_{0}, \frac{\varepsilon_{d, m} \theta}{2}\right) \tag{1.26}
\end{equation*}
$$

Integrating over $\mathrm{c}\left(y_{0}, \frac{\varepsilon_{d, m} \theta}{2}\right) \subset \mathrm{c}(x, \theta)$ then gives the desired lower estimate of (1.23). This completes the proof.

## 2. Highly localized reproducing kernels

Let $\eta$ be a $C^{\infty}$-function on $[0, \infty)$ such that $\eta(x)=1$ for $x \in[0,1]$ and $\eta(x)=0$ for $x \geq 2$. For $\lambda=\frac{d-2}{2}$ and $N=1,2, \cdots$, we define

$$
\begin{equation*}
L_{N}(t)=\frac{1}{\omega_{d}} \sum_{k=0}^{2 N} \eta\left(\frac{k}{N}\right) \frac{k+\lambda}{\lambda} C_{k}^{\lambda}(t) \tag{1.27}
\end{equation*}
$$

It follows by (??) that

$$
\begin{equation*}
f(x)=\int_{\mathbb{S}^{d-1}} f(y) L_{N}(\langle x, y\rangle) d \sigma(y), \quad x \in \mathbb{S}^{d-1}, \quad \forall f \in \Pi_{N}^{d} \tag{1.28}
\end{equation*}
$$

This means that $L_{N}(\langle x, y\rangle)$ is a reproducing kernel for the space $\Pi_{N}^{d}$. We shall keep the notations $L_{N}$ and $\eta$ throughout this chapter.

The kernels $L_{N}$ will play crucial roles in our later discussions. Our main goal in this section is to show that these kernels and their derivatives are highly localized at $t=1$. More precisely, we shall prove the following theorem.

Theorem 2.1. Given positive integer $\ell$, we have, for $N \geq 1$ and $\theta \in[0, \pi]$,

$$
\left|L_{N}^{(i)}(\cos \theta)\right| \leq C_{\ell, i}\left\|\eta^{(3 \ell-1)}\right\|_{\infty} N^{d-1+2 i}(1+N \theta)^{-\ell}, \quad i=0,1, \cdots
$$

where $L_{N}^{(0)}(t)=L_{N}(t)$, and $L_{N}^{(i)}(t)=\left(\frac{d}{d t}\right)^{i} L_{N}(t)$ for $i \geq 1$.
Indeed, we shall prove below a more general result for kernels of the form

$$
\begin{equation*}
G_{N, \varphi}^{(\alpha, \beta)}(t):=\sum_{k=0}^{\infty} \varphi\left(\frac{k}{N}\right) \frac{(2 k+\alpha+\beta+1) \Gamma(k+\alpha+\beta+1)}{\Gamma(k+\beta+1)} P_{k}^{(\alpha, \beta)}(t) \tag{1.29}
\end{equation*}
$$

for some smooth cutoff functions $\varphi:[0, \infty) \rightarrow \mathbb{C}$, and $\alpha \geq \beta \geq-\frac{1}{2}$. It turns out that such kernels and their derivatives are also highly localized at $t=1$ under certain conditions on $\varphi$. Since, by (A.6) in Appendix A,

$$
L_{N}(t)=\frac{2 \pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \frac{\Gamma\left(\frac{d-1}{2}\right)}{\Gamma(d-1)} G_{N, \eta}^{\left(\frac{d-3}{2}, \frac{d-3}{2}\right)}(t)
$$

Theorem 2.1 follows directly from the following more general estimates on the kernels $G_{N, \varphi}^{(\alpha, \beta)}(t)$ :

Proposition 2.2. Let $\ell$ be a positive integer, and let $\varphi \in C^{3 \ell-1}[0, \infty)$ be such that supp $\varphi \subset[0,2]$ and $\eta^{(j)}(0)=0$ for $j=1,2, \cdots, 3 \ell-2$. Then for the kernel function $G_{N} \equiv G_{N, \varphi}^{(\alpha, \beta)}$ defined by (1.29) with $\alpha \geq \beta \geq-1 / 2$,

$$
\begin{equation*}
\left|G_{N}^{(i)}(\cos \theta)\right| \leq C_{\ell, i, \alpha}\left\|\eta^{(3 \ell-1)}\right\|_{\infty} N^{2 \alpha+2 i+2}(1+N \theta)^{-\ell}, \quad i=0,1, \cdots, \tag{1.30}
\end{equation*}
$$

where $\theta \in[0, \pi], N \in \mathbb{N}, G_{N}^{(0)}(t)=G_{N, \varphi}^{(\alpha, \beta)}(t)$ and $G_{N}^{(i)}(t)=\left(\frac{d}{d t}\right)^{i}\left\{G_{N, \varphi}^{(\alpha, \beta)}(t)\right\}$ for $i \geq 1$.

Proof. By (A.3) in Appendix A, it follows that
$G_{N}^{(i)}(t)=2^{-i} \sum_{k=0}^{2 N} \varphi\left(\frac{k+i}{N}\right) \frac{(2 k+\alpha+\beta+2 i+1) \Gamma(k+\alpha+\beta+2 i+1)}{\Gamma(k+i+\beta+1)} P_{k}^{(\alpha+i, \beta+i)}(t)$.
Thus, using summation by parts $\ell$ times, as well as (A.4) in Appendix A with $(\alpha+i+j, \beta+i)$ in place of $(\alpha, \beta)$ for $j=0,1, \cdots, \ell$, we conclude that

$$
\begin{equation*}
G_{N}^{(i)}(t)=2^{-\ell} \sum_{k=0}^{2 N} a_{N, \ell}(k) \frac{\Gamma(k+\alpha+\beta+2 i+\ell+1)}{\Gamma(k+\beta+i+1)} P_{k}^{(\alpha+i+\ell, \beta+i)}(t), \tag{1.31}
\end{equation*}
$$

where $\left\{a_{N, j}\right\}_{j=0}^{\infty}$ is a sequence of functions on $[0, \infty)$ defined by

$$
\begin{aligned}
a_{N, 0}(s) & =(2 s+\alpha+\beta+2 i+1) \varphi\left(\frac{s+i}{N}\right), \\
a_{N, j+1}(s) & =\frac{a_{N, j}(s)}{2 s+\alpha+\beta+2 i+j+1}-\frac{a_{N, j}(s+1)}{2 s+\alpha+\beta+2 i+j+3}, \quad j \geq 0 .
\end{aligned}
$$

Next, we claim that if $m+j \leq \ell$ and $j \geq 1$, then

$$
\begin{equation*}
\left|a_{N, j}^{(m)}(s)\right| \leq c_{\ell, i}(s+1)^{-m-2 j+1}\left(\frac{s+1}{N}\right)^{2 \ell-1}\left\|\varphi^{(2 \ell+m+j-1)}\right\|_{L^{\infty}\left[0, \frac{s+j+i}{N}\right]} \tag{1.32}
\end{equation*}
$$

which, in particular, implies

$$
\begin{equation*}
\left|a_{N, \ell}(k)\right| \leq c_{\ell, i}\left\|\varphi^{(3 \ell-1)}\right\|_{\infty} N^{-2 \ell+1} . \tag{1.33}
\end{equation*}
$$

For the moment, we take (1.32) for granted, and proceed with the proof of (1.30). Indeed, using (1.33) and (1.31),

$$
\left|G_{N}^{(i)}(\cos \theta)\right| \leq c_{\ell, i}\left\|\varphi^{(3 \ell-1)}\right\|_{\infty} N^{-2 \ell+1} \sum_{k=0}^{2 N}(k+1)^{\alpha+i+\ell}\left|P_{k}^{(\alpha+i+\ell, \beta+i)}(\cos \theta)\right|
$$

By (A.5) in Appendix A, this implies that for $\theta \in[0, \pi / 2]$,

$$
\begin{aligned}
\left|G_{N}^{(i)}(\cos \theta)\right| \leq & c_{\ell, i}\left\|\varphi^{(3 \ell-1)}\right\|_{\infty} N^{-2 \ell+1}\left[\sum_{0 \leq k \leq \max \left\{\theta^{-1}, 2 N\right\}}(k+1)^{2 \alpha+2 i+2 \ell}\right. \\
& \left.+\sum_{\max \left\{\theta^{-1}, 2 N\right\}<k \leq 2 N}(k+1)^{\alpha+i+\ell-\frac{1}{2}} \theta^{-\alpha-i-\ell-\frac{1}{2}}\right] \\
\leq & c_{\ell, i}\left\|\varphi^{(3 \ell-1)}\right\|_{\infty} N^{2 \alpha+2 i+2}(1+N \theta)^{-\left(\alpha+i+\ell+\frac{1}{2}\right)}
\end{aligned}
$$

and that for $\theta \in\left[\frac{\pi}{2}, \pi\right]$,

$$
\begin{aligned}
\left|G_{N}^{(i)}(\cos \theta)\right| & \leq c_{\ell, i}\left\|\varphi^{(3 \ell-1)}\right\|_{\infty} N^{-2 \ell+1} \sum_{k=0}^{2 N}(k+1)^{\alpha+i+\ell}(k+1)^{\beta+i} \\
& \leq c_{\ell, i}\left\|\varphi^{(3 \ell-1)}\right\|_{\infty} N^{2 \alpha+2 i+2} N^{-\ell}
\end{aligned}
$$

where the last step uses the assumption $\alpha \geq \beta$. Putting the above together, and recalling that $\alpha \geq-\frac{1}{2}$, we deduce the desired estimate (1.30).

It remains to prove the claim (1.32). We first observe that by Taylor's theorem,

$$
\begin{equation*}
\left\|\varphi^{(m)}\right\|_{L^{\infty}[0, t]} \leq \frac{t^{k}}{k!}\left\|\varphi^{(m+k)}\right\|_{L^{\infty}[0, t]}, \quad t \geq 0 \tag{1.34}
\end{equation*}
$$

whenever $m \geq 1$ and $m+k \leq 3 \ell-1$. Next, we show (1.32) for the case of $j=1$. Since $a_{N, 1}$ is supported in $[0,2 N]$, without loss of generality, we may assume that $0 \leq s \leq 2 N$. By definition, we have

$$
a_{N, 1}(s)=\varphi\left(\frac{s+i}{N}\right)-\varphi\left(\frac{s+i+1}{N}\right)=-\int_{\frac{i}{N}}^{\frac{i+1}{N}} \varphi^{\prime}\left(\frac{s}{N}+t\right) d t
$$

This combined with (1.34) implies that

$$
\begin{aligned}
\left|a_{N, 1}^{(m)}(s)\right| & \leq N^{-m}\left|\int_{\frac{i}{N}}^{\frac{i+1}{N}} \varphi^{(m+1)}\left(\frac{s}{N}+t\right) d t\right| \\
& \leq N^{-m-1} \frac{1}{(2 \ell-1)!}\left(\frac{s+i+1}{N}\right)^{2 \ell-1}\left\|\varphi^{(m+2 \ell)}\right\|_{L^{\infty}\left[0, \frac{s+i+1}{N}\right]} \\
& \leq c_{\ell, i}(s+1)^{-m-1}\left(\frac{s+1}{N}\right)^{2 \ell-1}\left\|\varphi^{(m+2 \ell)}\right\|_{L^{\infty}\left[0, \frac{s+i+1}{N}\right]}
\end{aligned}
$$

where the last step uses the assumption $0 \leq s \leq 2 N$. This proves (1.32) for the case of $j=1$. Finally, assuming that (1.32) has been proven for some $j \geq 1$, and observing that

$$
a_{N, j+1}^{(m)}(s)=-\int_{0}^{1}\left(\frac{d}{d t}\right)^{m+1}\left(\frac{a_{N, j}(s+t)}{2 s+2 t+\alpha+\beta+2 i+j+1}\right) d t
$$

we obtain that for $m+j+1 \leq \ell$,

$$
\begin{aligned}
\left|a_{N, j+1}^{(m)}(s)\right| & \leq \int_{0}^{1} \max _{\substack{k_{1}+k_{2}=m+1 \\
k_{1}, k_{2} \in \mathbb{Z}_{+}}}\left|a_{N, j}^{\left(k_{1}\right)}(s+t)\right|(s+1)^{-k_{2}-1} d t \\
& \leq c_{\ell, i}(s+1)^{-m-2 j-1}\left(\frac{s+1}{N}\right)^{2 \ell-1}\left\|\varphi^{(2 \ell+m+j)}\right\|_{L^{\infty}\left[0, \frac{s+j+i+1}{N}\right]}
\end{aligned}
$$

This proves (1.32) for the case of $j+1$, and hence completes the induction.

## 3. A maximal function for spherical polynomials

Let us first introduce some notations for the rest of this section. Let $w$ be a doubling weight on $\mathbb{S}^{d-1}$, and let $s_{w}$ denote a positive number satisfying (1.8) and $0 \leq s_{w} \leq \frac{\log L_{w}}{\log 2}$. The weighted Hardy-Littlewood maximal function $M_{w}$ is defined by

$$
M_{w} g(x)=\sup _{0<r \leq \pi} \frac{1}{w(c(x, r))} \int_{c(x, r)}|g(y)| w(y) d \sigma(y)
$$

Since $w$ satisfies the doubling condition, it follows that

$$
\begin{equation*}
\left\|M_{w} g\right\|_{p, w} \leq C_{p}\|g\|_{p, w}, \quad 1<p \leq \infty \tag{1.35}
\end{equation*}
$$

where $\|\cdot\|_{p, w}$ denotes the weighted quasi-norm defined by

$$
\|f\|_{p, w}= \begin{cases}\left(\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x)\right)^{\frac{1}{p}}, & 0<p<\infty \\ \underset{x \in \mathbb{S}^{d-1}}{\operatorname{esssup}}|f(x)|, & p=\infty\end{cases}
$$

Definition 3.1. Given $\beta>0, f \in C\left(\mathbb{S}^{d-1}\right)$ and $n \in \mathbb{Z}_{+}$, we define

$$
\begin{equation*}
f_{\beta, n}^{*}(x)=\max _{y \in \mathbb{S}^{d-1}}|f(y)|(1+n d(x, y))^{-\beta}, \quad x \in \mathbb{S}^{d-1} \tag{1.36}
\end{equation*}
$$

The maximal function $f_{\beta, n}^{*}$ will be the main tool for us to study the weighted spherical polynomial inequalities in the next few sections. Our main goal in this section is to show that for any spherical polynomial $f \in \Pi_{n}^{d}$, the maximal function $f_{\beta, n}^{*}$ can be controlled pointwisely by $\left(M_{w}\left(|f|^{\gamma}\right)\right)^{1 / \gamma}$ with $\gamma=s_{w} / \beta$.

Theorem 3.2. For $f \in \Pi_{n}^{d}, \beta>0$ and $\gamma=s_{w} / \beta$,

$$
\begin{equation*}
f_{\beta, n}^{*}(x) \leq C_{\beta, L_{w}}\left(M_{w}\left(|f|^{\gamma}\right)(x)\right)^{1 / \gamma}, \quad x \in \mathbb{S}^{d-1} \tag{1.37}
\end{equation*}
$$

Proof. Let $L_{n}$ be the kernel as defined in (1.27), and set

$$
\begin{equation*}
A_{n, \delta}(y, u):=\sup _{z \in \mathrm{c}\left(y, \frac{\delta}{n}\right)}\left|L_{n}(\langle y, u\rangle)-L_{n}(\langle z, u\rangle)\right| \tag{1.38}
\end{equation*}
$$

for $\delta>0$ and $y, u \in \mathbb{S}^{d-1}$.
Using Theorem 2.1 with $i=0,1$, it is easily seen that for any $\ell>0$, and $\theta=d(y, u)$,

$$
A_{n, \delta}(y, u) \leq C_{d, \ell} \begin{cases}n^{d-1}, & \text { if } \theta \in\left[0, \frac{4 \delta}{n}\right]  \tag{1.39}\\ \delta n^{d-1}(1+n \theta)^{-\ell}, & \text { if } \theta \in\left[\frac{4 \delta}{n}, \pi\right]\end{cases}
$$

Thus, using (1.28) and (1.39), we obtain that for $x, y \in \mathbb{S}^{d-1}$,

$$
\begin{gathered}
\max _{z \in \mathrm{c}\left(y, \frac{\delta}{n}\right)} \frac{|f(y)-f(z)|}{(1+n d(x, y))^{\beta}} \leq f_{\beta, n}^{*}(x) \int_{\mathbb{S}^{d-1}}\left(\frac{1+n d(x, u)}{1+n d(x, y)}\right)^{\beta} A_{n, \delta}(y, u) d \sigma(u) \\
\leq f_{\beta, n}^{*}(x) \int_{\mathbb{S}^{d}-1}(1+n d(y, u))^{\beta} A_{n, \delta}(y, u) d \sigma(u) \leq C_{\beta} \delta f_{\beta, n}^{*}(x) .
\end{gathered}
$$

It follows that for $x, y \in \mathbb{S}^{d-1}$ and $\delta \in\left(0, \frac{1}{4}\right)$,

$$
\begin{align*}
|f(y)|^{\gamma}(1 & +n d(x, y))^{-s_{w}} \leq 2^{\gamma}(1+n d(x, y))^{-s_{w}} \min _{z \in \mathrm{c}\left(y, \frac{\delta}{n}\right)}|f(z)|^{\gamma}+\left(2 C_{\beta} \delta f_{\beta, n}^{*}(x)\right)^{\gamma} \\
\leq & 2^{\gamma}(1+n d(x, y))^{-s_{w}}\left(\int_{\mathrm{c}\left(y, \frac{\delta}{n}\right)} w(z) d \sigma(z)\right)^{-1} \int_{\mathrm{c}\left(y, \frac{\delta}{n}\right)}|f(z)|^{\gamma} w(z) d \sigma(z) \\
& +\left(2 C_{\beta} \delta f_{\beta, n}^{*}(x)\right)^{\gamma}=I+\left(2 C_{\beta} \delta f_{\beta, n}^{*}(x)\right)^{\gamma} . \tag{1.40}
\end{align*}
$$

If $d(x, y) \leq \frac{\delta}{n}$, then $\mathrm{c}\left(y, \frac{\delta}{n}\right) \subset \mathrm{c}\left(x, \frac{2 \delta}{n}\right) \subset \mathrm{c}\left(y, \frac{3 \delta}{n}\right)$, and

$$
\begin{aligned}
I & \leq 2^{\gamma} L_{w}^{2}\left(\int_{c\left(x, \frac{2 \delta}{n}\right)} w(z) d \sigma(z)\right)^{-1} \int_{c\left(x, \frac{2 \delta}{n}\right)}|f(z)|^{\gamma} w(z) d \sigma(z) \\
& \leq 2^{\gamma} L_{w}^{2} M_{w}\left(|f|^{\gamma}\right)(x) .
\end{aligned}
$$

On the other hand, if $\frac{\delta}{n} \leq \theta:=d(x, y) \leq \pi$, then $\mathrm{c}\left(y, \frac{\delta}{n}\right) \subset \mathrm{c}(x, 2 \theta) \subset \mathrm{c}(y, 3 \theta)$ and using (1.8),

$$
\begin{aligned}
\int_{c\left(y, \frac{\delta}{n}\right)} w(z) d \sigma(z) & \geq C_{L_{w}}^{\prime}\left(\frac{3 \theta n}{\delta}\right)^{-s_{w}} \int_{c(y, 3 \theta)} w(z) d \sigma(z) \\
& \geq C_{L_{w}}^{\prime}\left(\frac{3 \theta n}{\delta}\right)^{-s_{w}} \int_{c(x, 2 \theta)} w(z) d \sigma(z)
\end{aligned}
$$

which in turn implies that

$$
\begin{aligned}
I & \leq C_{L_{w}} 2^{\gamma}\left(\frac{3 \theta n}{\delta}\right)^{s_{w}}(1+n \theta)^{-s_{w}}\left(\int_{c(x, 2 \theta)} w(z) d \sigma(z)\right)^{-1} \int_{\mathrm{c}(x, 2 \theta)}|f(z)|^{\gamma} w(z) d \sigma(z) \\
& \leq C_{L_{w}} 2^{\gamma}\left(\frac{3}{\delta}\right)^{s_{w}} M_{w}\left(|f|^{\gamma}\right)(x) .
\end{aligned}
$$

Therefore, in either case, we have shown that

$$
\begin{equation*}
I \leq 2^{\gamma} C_{L_{w}} \delta^{-s_{w}} M_{w}\left(|f|^{\gamma}\right)(x) \tag{1.41}
\end{equation*}
$$

Substituting (1.41) into (1.40), letting $\delta=\left(4 C_{\beta}\right)^{-1}$, and taking the supremum over all $y \in \mathbb{S}^{d-1}$, we deduce

$$
\left(f_{\beta, n}^{*}(x)\right)^{\gamma} \leq C_{L_{w}} 2^{\gamma}\left(4 C_{\beta}\right)^{s_{w}} M_{w}\left(|f|^{\gamma}\right)(x)+2^{-\gamma}\left(f_{\beta, n}^{*}(x)\right)^{\gamma} .
$$

The desired inequality (1.37) then follows with $C_{\beta, L_{w}}=4^{\beta+1} C_{L_{w}}^{1 / \gamma} C_{\beta}^{\beta}\left(2^{\gamma}-1\right)^{-1 / \gamma}$. This completes the proof.

As a simple consequence of (1.35) and Theorem 3.2, we have the following useful corollary.

Corollary 3.3. If $0<p \leq \infty, f \in \Pi_{n}^{d}$ and $\beta>\frac{s_{w}}{p}$, then

$$
\|f\|_{p, w} \leq\left\|f_{\beta, n}^{*}\right\|_{p, w} \leq C\|f\|_{p, w}
$$

where $C>0$ depends only on $d, L_{w}$ and $\beta$ when $\beta$ is big or close to $\frac{s_{w}}{p}$.

Definition 3.4. For $f \in C\left(\mathbb{S}^{d-1}\right)$ and $r>0$, we define

$$
\begin{equation*}
\operatorname{osc}(f)(x, r)=\sup _{y, z \in \mathrm{c}(x, r)}|f(z)-f(y)|, \quad x \in \mathbb{S}^{d-1} \tag{1.42}
\end{equation*}
$$

We conclude this section with the following useful lemma.
Lemma 3.5. If $f \in \Pi_{n}^{d}$ and $\delta \in(0,1]$, then for any $\beta>0$,

$$
\operatorname{osc}(f)\left(x, n^{-1} \delta\right) \leq C_{\beta} \delta f_{\beta, n}^{*}(x), \quad x \in \mathbb{S}^{d-1}
$$

where the constant $C_{\beta}$ depends only on $d$ and $\beta$ when $\beta$ is big.
Proof. Using (1.28) and (1.38), we have

$$
\sup _{y, z \in \mathrm{c}\left(x, \frac{\delta}{n}\right)}|f(y)-f(z)| \leq 2 \int_{\mathbb{S}^{d-1}}|f(u)| A_{n, \delta}(x, u) d \sigma(u) .
$$

However, by (1.39),

$$
\begin{aligned}
\operatorname{osc}(f)\left(x, n^{-1} \delta\right) & \leq 2 f_{\beta, n}^{*}(x) \int_{\mathbb{S}^{d}-1}(1+n d(u, x))^{\beta} A_{n, \delta}(x, u) d \sigma(u) \\
& \leq C_{\beta} \delta f_{\beta, n}^{*}(\omega)
\end{aligned}
$$

## 4. Marcinkiewicz-Zygmund (MZ) inequalities

We start with the following definition.
Definition 4.1. A subset $\Lambda$ of $\mathbb{S}^{d-1}$ is called $\varepsilon$-separated for some $\varepsilon>0$ if $d\left(\omega, \omega^{\prime}\right) \geq \varepsilon$ for any two distinct points $\omega, \omega^{\prime} \in \Lambda$. A $\varepsilon$-separated subset $\Lambda$ of $\mathbb{S}^{d-1}$ is called maximal if $\mathbb{S}^{d-1}=\bigcup_{\omega \in \Lambda} c(\omega, \varepsilon)$.

The following lemma collects some useful properties of separated subsets.
Lemma 4.2. (i) If $\Lambda \subset \mathbb{S}^{d-1}$ is $\varepsilon$-separated, then $\# \Lambda \leq c_{d} \varepsilon^{-d+1}$, where $\# \Lambda$ denotes the cardinality of the set $\Lambda$. If, in addition, $\Lambda$ is maximal, then $c_{1} \varepsilon^{-d+1} \leq$ $\# \Lambda \leq c_{2} \varepsilon^{-d+1}$ for some positive constants $c_{1}$ and $c_{2}$ depending only on $d$.
(ii) If $\Lambda \subset \mathbb{S}^{d-1}$ is $\varepsilon$-separated, and $\beta \geq 1$ then $\sum_{\omega \in \Lambda} \chi_{c(\omega, \beta \varepsilon)}(x) \leq C_{d} \beta^{d-1}$ for every $x \in \mathbb{S}^{d-1}$. If, in addition, $\Lambda$ is maximal, then

$$
\begin{equation*}
1 \leq \sum_{\omega \in \Lambda} \chi_{c(\omega, \beta \varepsilon)}(x) \leq C_{1} \beta^{d-1} \quad \text { for all } x \in \mathbb{S}^{d-1} \tag{1.43}
\end{equation*}
$$

where $C_{1}$ depends only on $d$.
Proof. If $\Lambda \subset \mathbb{S}^{d-1}$ is $\varepsilon$-separated, then the spherical caps $\mathrm{c}\left(\omega, \frac{\varepsilon}{2}\right), \omega \in \Lambda$ are pairwise disjoint, hence

$$
\sum_{\omega \in \Lambda} \operatorname{meas} c\left(\omega, \frac{\varepsilon}{2}\right)=\operatorname{meas} \bigcup_{\omega \in \Lambda} \mathrm{c}\left(\omega, \frac{\varepsilon}{2}\right) \leq \operatorname{meas}\left(\mathbb{S}^{d-1}\right)
$$

which implies that $\# \Lambda \leq c_{d} \varepsilon^{-d+1}$. If, in addition, $\Lambda$ is maximal, then meas $\left(\mathbb{S}^{d-1}\right) \leq$ $\sum_{\omega \in \Lambda}$ measc $(\omega, \varepsilon)$, which implies the lower estimate $c_{1} \varepsilon^{-d+1} \leq \# \Lambda$. This proves (i). Assertion (ii) can be proven using a similar volume comparison argument. In fact, let $A_{x}:=\{\omega \in \Lambda: \quad x \in \mathrm{c}(\omega, \beta \varepsilon)\}$ for each $x \in \mathbb{S}^{d-1}$. Then $\bigcup_{\omega \in A_{x}} \mathrm{c}\left(\omega, \frac{1}{2} \varepsilon\right) \subset$ $\mathrm{c}\left(x,\left(\beta+\frac{1}{2}\right) \varepsilon\right)$, and hence

$$
\sum_{\omega \in A_{x}} \operatorname{measc}\left(\omega, \frac{1}{2} \varepsilon\right) \leq \operatorname{measc}\left(x,\left(\beta+\frac{1}{2}\right) \varepsilon\right) .
$$

It follows that

$$
\sum_{\omega \in \Lambda} \chi_{\mathrm{c}(\omega, \beta \varepsilon)}(x)=\# A_{x} \leq C_{1} \beta^{d-1}
$$

which proves (ii).
Theorem 4.3. Let $\Lambda$ be a $\frac{\delta}{n}$-separated subset of $\mathbb{S}^{d-1}$ with $\delta \in(0,1)$. Then for all $f \in \Pi_{n}^{d}$ and $0<p<\infty$,

$$
\begin{equation*}
\left(\sum_{\omega \in \Lambda}\left|\operatorname{osc}(f)\left(\omega, n^{-1} \delta\right)\right|^{p} w\left(\mathrm{c}\left(\omega, \frac{\delta}{n}\right)\right)\right)^{\frac{1}{p}} \leq K_{p} \delta\|f\|_{p, w} \tag{1.44}
\end{equation*}
$$

where $K_{p} \equiv K_{p, L_{w}}$ depends only on $L_{w}$ and $p$ when $p$ is close to 0 .
Proof. By Lemma 3.5, we have, for $f \in \Pi_{n}^{d}$ and $\omega \in \Lambda$,

$$
\operatorname{osc}(f)\left(\omega, n^{-1} \delta\right) \leq C \delta f_{\frac{2 s_{w}}{p}, n}^{*}(\omega)
$$

where $C>0$ depends only on $L_{w}$ and $p$ when $p$ is small. Since

$$
f_{2 s_{w} / p, n}^{*}(y) \sim f_{2 s_{w} / p, n}^{*}(\omega), \quad \text { for } y \in \mathrm{c}\left(\omega, \frac{\delta}{n}\right)
$$

it follows that

$$
\begin{aligned}
\sum_{\omega \in \Lambda}\left|\operatorname{osc}(f)\left(\omega, n^{-1} \delta\right)\right|^{p} \int_{c\left(\omega, \frac{\delta}{n}\right)} w(y) d \sigma(y) & \leq(C \delta)^{p} \sum_{\omega \in \Lambda} \int_{c\left(\omega, \frac{\delta}{n}\right)}\left(f_{2 s_{w} / p, n}^{*}(y)\right)^{p} w(y) d \sigma(y) \\
& \leq(C \delta)^{p} \int_{\mathbb{S}^{d-1}}\left(f_{2 s_{w} / p, n}^{*}(y)\right)^{p} w(y) d \sigma(y) \\
& \leq\left(K_{p} \delta\right)^{p} \int_{\mathbb{S}^{d-1}}|f(y)|^{p} w(y) d \sigma(y)
\end{aligned}
$$

where the last two steps use Lemma 4.2 (ii), and Corollary 3.3, respectively. This completes the proof.

Theorem 4.4. For $f \in \Pi_{n}^{d}$ and $0<p<\infty$,

$$
C^{-1}\|f\|_{p, w_{n}} \leq\|f\|_{p, w} \leq C\|f\|_{p, w_{n}}
$$

where $C>0$ depends only on $d, L_{w}$ and $p$ when $p$ is small.
Proof. Since each $w_{n}$ is again a doubling weight with $L_{w_{n}} \sim L_{w}$, according to Corollary 3.3, it suffices to prove that

$$
\begin{equation*}
\left\|f_{2 s / p, n}^{*}\right\|_{p, w} \sim\left\|f_{2 s / p, n}^{*}\right\|_{p, w_{n}} \tag{1.45}
\end{equation*}
$$

where $s=\max \left\{s_{w}, s_{w_{n}}\right\}$. To this end, let $\Lambda \subset \mathbb{S}^{d-1}$ be a maximal $\frac{1}{n}$-separated subset, and observe that for each $x \in \mathrm{c}\left(\omega, \frac{1}{n}\right)$,

$$
f_{2 s / p, n}^{*}(x) \sim f_{2 s / p, n}^{*}(\omega) \quad \text { and } \quad w_{n}(x) \sim w_{n}(\omega)
$$

It follows by Lemma 4.2 that

$$
\begin{aligned}
\left\|f_{2 s / p, n}^{*}\right\|_{p, w}^{p} & \sim \sum_{\omega \in \Lambda} \int_{c\left(\omega, \frac{1}{n}\right)}\left(f_{2 s / p, n}^{*}(x)\right)^{p} w(x) d \sigma(x) \sim n^{-(d-1)} \sum_{\omega \in \Lambda}\left(f_{2 s / p, n}^{*}(\omega)\right)^{p} w_{n}(\omega) \\
& \sim \sum_{\omega \in \Lambda} \int_{c\left(\omega, \frac{1}{n}\right)}\left(f_{2 s / p, n}^{*}(x)\right)^{p} w_{n}(x) d \sigma(x) \sim\left\|f_{2 s / p, n}^{*}\right\|_{p, w_{n}},
\end{aligned}
$$

which proves (1.45).
The MZ inequality for spherical polynomials can now be stated as follows.
Theorem 4.5. (MZ inequality). (i) Let $\Lambda$ be a $\frac{\delta}{n}$-separated subset of $\mathbb{S}^{d-1}$ with $\delta \in(0,1]$. Then for all $0<p<\infty$ and $f \in \Pi_{m}^{d}$ with $m \geq n$,

$$
\begin{equation*}
\sum_{\omega \in \Lambda}\left(\max _{x \in \mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(x)|^{p}\right) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right) \leq C_{L_{w}, p}\left(\frac{m}{n}\right)^{s_{w}}\|f\|_{p, w}^{p} \tag{1.46}
\end{equation*}
$$

where $C_{L_{w}, p}$ depends only on $L_{w}$ and $p$ when $p$ is close to 0 .
(ii) Let $0<r \leq 1$, and let $\Lambda$ be a maximal $\frac{\delta}{n}$-separated subset of $\mathbb{S}^{d-1}$ with $\delta \in\left(0,\left(4 K_{r}\right)^{-1}\right)$. If $f \in \Pi_{n}^{d}$, then $\|f\|_{\infty} \sim \max _{\omega \in \Lambda}|f(\omega)|$, and for all $r \leq p<\infty$,

$$
\begin{align*}
\|f\|_{p, w} & \sim\left(\sum_{\omega \in \Lambda} w\left(\mathrm{c}\left(\omega, \frac{\delta}{n}\right)\right) \min _{x \in \mathrm{c}\left(\omega, \frac{\delta}{n}\right)}|f(x)|^{p}\right)^{1 / p}  \tag{1.47}\\
& \sim\left(\sum_{\omega \in \Lambda} w\left(\mathrm{c}\left(\omega, \frac{\delta}{n}\right)\right) \max _{x \in \mathrm{c}\left(\omega, \frac{\delta}{n}\right)}|f(x)|^{p}\right)^{1 / p} \tag{1.48}
\end{align*}
$$

where the constants of equivalence depend only on $L_{w}$ and $r$ when $r$ is close to 0 .
The proof of (3.26) in the above theorem relies on the following general lemma.
Lemma 4.6. If $\mu$ is a finite nonnegative measure on $\mathbb{S}^{d-1}$ satisfying

$$
\begin{equation*}
\mu\left(\mathrm{c}\left(x, \frac{1}{n}\right)\right) \leq K w\left(\mathrm{c}\left(x, \frac{1}{n}\right)\right), \quad x \in \mathbb{S}^{d-1} \tag{1.49}
\end{equation*}
$$

for some positive integer $n$, then for all $0<p<\infty$ and $f \in \Pi_{m}^{d}$ with $m \geq n$, we have

$$
\int_{\mathbb{S}^{d}-1}|f(x)|^{p} d \mu(x) \leq C K\left(\frac{m}{n}\right)^{s_{w}}\|f\|_{p, w}^{p}
$$

where $C$ depends only on $L_{w}$ and $p$ when $p$ is close to 0 .
Proof. Let $\Lambda$ be a maximal $\frac{1}{m}$-separated subset of $\mathbb{S}^{d-1}$, and set $\beta=\frac{s_{w}}{p}+1$. Then for $f \in \Pi_{m}^{d}$, we have

$$
\begin{aligned}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} d \mu(x) & \leq C \sum_{\omega \in \Lambda}\left(f_{\beta, m}^{*}(\omega)\right)^{p} \int_{c\left(\omega, \frac{1}{m}\right)} d \mu(x) \\
& \leq C K \sum_{\omega \in \Lambda}\left(f_{\beta, m}^{*}(\omega)\right)^{p} w\left(c\left(\omega, n^{-1}\right)\right) \\
& \leq c K\left(\frac{m}{n}\right)^{s_{w}} \sum_{\omega \in \Lambda}\left(f_{\beta, m}^{*}(\omega)\right)^{p} w\left(\mathrm{c}\left(\omega, m^{-1}\right)\right) \\
& \leq C K\left(\frac{m}{n}\right)^{s_{w}} \int_{\mathbb{S}^{d-1}}\left(f_{\beta, m}^{*}(y)\right)^{p} w(y) d \sigma(y) \\
& \leq c K\left(\frac{m}{n}\right)^{s_{w}}\|f\|_{p, w}^{p}
\end{aligned}
$$

where we used (1.43) in the first and the fourth steps, (1.49) in the second step, (1.11) in the third step, and Corollary 3.3 in the last step. This completes the proof.

We are now in a position to prove Theorem 4.1.
Proof of Theorem 4.1. We start with the proof of (3.26). For convenience, we set $n_{1}$ to be the integer such that $\frac{n}{2 \delta}<n_{1} \leq \frac{n}{\delta}$. Let $\xi_{\omega} \in \mathrm{c}\left(\omega, n^{-1} \delta\right)$ be such that $f\left(\xi_{\omega}\right)=\max _{x \in \mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(x)|^{p}$ for each $\omega \in \Lambda$. Let $\mu$ be a nonnegative measure supported in the set $\left\{\xi_{\omega}: \omega \in \Lambda\right\}$ and such that $\mu\left(\xi_{\omega}\right)=w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right)$ for each $\omega \in \Lambda$. Then for any $x \in \mathbb{S}^{d-1}$,

$$
\begin{aligned}
\mu\left(\mathrm{c}\left(x, n_{1}^{-1}\right)\right) & \leq \sum_{\substack{\omega \in \Lambda \\
\xi_{\omega} \in \mathrm{c}\left(x, n_{1}^{-1}\right)}} w\left(\mathrm{c}\left(\omega, n_{1}^{-1}\right)\right) \leq L_{w}^{2} \sum_{\omega \in \Lambda \cap \mathrm{c}\left(x, \frac{2}{n_{1}}\right)} w\left(\mathrm{c}\left(\omega, \frac{1}{4 n_{1}}\right)\right) \\
& \leq L_{w}^{2} \int_{\mathrm{c}\left(x, 3 n_{1}^{-1}\right)} w(y) d \sigma(y) \\
& \leq L_{w}^{4} w\left(\mathrm{c}\left(x, n_{1}^{-1}\right)\right) .
\end{aligned}
$$

It follows by Lemma 4.6 that for $f \in \Pi_{m}^{d}$ with $m \geq n$,

$$
\begin{aligned}
\sum_{\omega \in \Lambda}\left(\max _{x \in \mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(x)|^{p}\right) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right) & =\int_{\mathbb{S}^{d-1}}|f(x)|^{p} d \mu(x) \\
& \leq C_{L_{w}}\left(1+\frac{m}{n_{1}}\right)^{s_{w}}\|f\|_{p, w}^{p} \\
& \leq L_{w} C_{L_{w}}\left(\frac{m}{n}\right)^{s_{w}}\|f\|_{p, w}^{p}
\end{aligned}
$$

which proves (3.26).
Next, we show that if $r \leq p<\infty, \delta \in\left(0, \delta_{r}\right)$ and $\Lambda$ is maximal $\frac{\delta}{n}$-separated, then for $f \in \Pi_{n}^{d}$,

$$
\begin{equation*}
\|f\|_{p, w} \leq C_{2}\left(\sum_{\omega \in \Lambda}\left(\min _{x \in \mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(x)|^{p}\right) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right) \mathcal{B} i g r\right)^{1 / p} \tag{1.50}
\end{equation*}
$$

where $C_{2}$ depends only on $r$ and $L_{w}$. Once (1.50) is proved, using (3.26), we deduce (1.47) and (1.47). Since the constant $c$ in (1.50) is independent of $p$, we deduce the equivalence for the case of $p=\infty$ from (1.50) as well.

For the proof of (1.50), we observe that

$$
\begin{aligned}
\|f\|_{p, w}^{p} \leq & \sum_{\omega \in \Lambda} \int_{\mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(x)|^{p} w(x) d \sigma(x) \\
\leq & 2^{p} \sum_{\omega \in \Lambda}\left|\operatorname{osc}(f)\left(\omega, n^{-1} \delta\right)\right|^{p} w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right) \\
& +2^{p} \sum_{\omega \in \Lambda}\left(\min _{y \in \mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(y)|^{p}\right) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right) .
\end{aligned}
$$

Using Theorem 4.3, we then obtain that for $r<p<\infty$,

$$
\|f\|_{p, w}^{p} \leq\left(2 K_{r} \delta\right)^{p}\|f\|_{p, w}^{p}+2^{p} \sum_{\omega \in \Lambda} \min _{y \in \mathrm{c}\left(\omega, n^{-1} \delta\right)}|f(y)|^{p} w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right)
$$

Since $\delta \in\left(0,\left(4 K_{r}\right)^{-1}\right)$, the desired inequality (1.50) then follows. This completes the proof of Theorem 4.1.

## 5. Positive Cubature formulas

Our main goal in this section is to show the existence of weighted positive cubature formulas on the sphere, using Theorem 4.3 and Theorem 4.1. Let $C_{1}$ and $C_{2}$ denote the constants in (1.43) and (1.50) with $p=1$ respectively, and let $K_{1} \equiv K_{L_{w}}$ denote the constant in (1.44) with $p=1$. Set $\delta_{0}:=\frac{1}{2 C_{1} C_{2} K_{1}}$. clearly, $\delta_{0}$ depends only on $L_{w}$. With these notations, we can state our second result as follows.

Theorem 5.1. Given a maximal $\frac{\delta}{n}$-separated subset $\Lambda \subset \mathbb{S}^{d-1}$ with $\delta \in\left(0, \delta_{0}\right)$, there are positive numbers $\lambda_{\omega}, \omega \in \Lambda$ such that $\lambda_{\omega} \sim w\left(\mathrm{c}\left(\omega, \frac{\delta}{n}\right)\right)$ for all $\omega \in \Lambda$

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}} f(x) w(x) d \sigma(x)=\sum_{\omega \in \Lambda} \lambda_{\omega} f(\omega), \quad f \in \Pi_{n}^{d} \tag{1.51}
\end{equation*}
$$

The proof of Theorem 5.1 relies on a series of lemmas.
Lemma 5.2. (Gordan) Let $V$ be a finite dimensional real Hilbert space with inner product $\langle\cdot, \cdot\rangle$. Then for any elements $a^{0}, a^{1}, \cdots, a^{m}$ of $V$, exactly one of the
following systems has a solution:

$$
\begin{align*}
& \sum_{i=0}^{m} \lambda_{i} a^{i}=0, \quad \sum_{i=0}^{m} \lambda_{i}=1, \quad 0 \leq \lambda_{0}, \lambda_{1}, \cdots, \lambda_{m} \in \mathbb{R}  \tag{1.52}\\
& \left\langle a^{i}, x\right\rangle>0 \quad \text { for } i=0,1, \cdots, m, \quad x \in V \tag{1.53}
\end{align*}
$$

Geometrically, Gordan's lemma says that the origin does not lie in the convex hull of the set $\left\{a^{0}, a^{1}, \cdots, a^{m}\right\}$ if and only if there is an open halfspace $\{y \in V$ : $\langle y, x\rangle>0\}$ which contains $\left\{a^{0}, a^{1}, \cdots, a^{m}\right\}$.

Proof. Clearly, if (1.52) is solvable, then (1.53) has no solution. Conversely, we assume that (1.53) has no solution, and without loss of generality $V=\mathbb{R}^{N}$. Consider the function

$$
f(x):=\log \left(\sum_{i=0}^{m} \exp \left(\left\langle a^{i}, x\right\rangle\right)\right), \quad x \in \mathbb{R}^{N}
$$

$f$ is bounded below since $f(x) \geq \log \left(\max _{0 \leq i \leq m} \exp \left(\left\langle a^{i}, x\right\rangle\right)\right) \geq 0$. Next, let $\varphi \in$ $C^{\infty}\left(\mathbb{R}^{N}\right)$ be such that $\varphi(x)=0$ for $\|x\| \leq \frac{1}{2}$, and $\varphi(x)=1$ for $\|x\| \geq 1$, and define

$$
F_{k}(x):=f(x)+k^{-1} \varphi(k x)\|x\|
$$

for $k=1,2, \cdots$. Since $f$ is bounded below by zero, we have $\lim _{\|x\| \rightarrow \infty} F_{k}(x)=\infty$, which in turn implies that $F_{k}$ attains a global minimum at some $x^{k} \in \mathbb{R}^{N}$, and therefore,

$$
0=\nabla F_{k}\left(x^{k}\right)=\nabla f\left(x^{k}\right)+\left\|x^{k}\right\| \nabla \varphi\left(k x^{k}\right)+k^{-1} \varphi\left(k x^{k}\right) x^{k} /\left\|x^{k}\right\|
$$

Since $\nabla \varphi$ is supported in $\{x: 1 / 2 \leq\|x\| \leq 1\}$, it follows that

$$
\begin{equation*}
\left|\nabla f\left(x^{k}\right)\right|=\left|\sum_{j=0}^{m} \lambda_{j}^{k} a^{j}\right| \leq c k^{-1} \tag{1.54}
\end{equation*}
$$

where $\lambda_{j}^{k}=\exp \left(\left\langle a^{j}, x^{k}\right\rangle\right) / \sum_{i=0}^{m} \exp \left(\left\langle a^{i}, x^{k}\right\rangle\right)>0$, and $\sum_{j=0}^{m} \lambda_{j}^{k}=1$. Since the sequence $\left\{\left(\lambda_{0}^{k}, \lambda_{1}^{k}, \cdots, \lambda_{m}^{k}\right): \quad k=1,2, \cdots\right\}$ is bounded in $\mathbb{R}^{m+1}$, according to the Weierstrass theorem, it has a convergent subsequence, and by (1.54), the limit of this convergent subsequence solves the system (1.52).

Lemma 5.3. (Farkas). Let $V$ be a finite-dimensional real Hilbert space with inner product $\langle\cdot, \cdot\rangle$. Then for any points $a^{1}, a^{2}, \cdots, a^{m}$ and $\zeta$ in $V$, exactly one of the following systems has a solution:

$$
\begin{align*}
& \sum_{j=1}^{m} \mu_{j} a^{j}=\zeta, \quad 0 \leq \mu_{1}, \mu_{2}, \cdots, \mu_{m} \in \mathbb{R}  \tag{1.55}\\
& \left\langle a^{j}, x\right\rangle \geq 0 \quad \text { for } j=1,2, \cdots, m, \quad\langle\zeta, x\rangle<0, \quad x \in V \tag{1.56}
\end{align*}
$$

Geometrically, Farkas' lemma says that any point $\zeta$ not lying in the finitely generated cone $\mathcal{C}=\left\{\sum_{j=1}^{m} \mu_{j} a^{j}: 0 \leq \mu_{1}, \mu_{2}, \cdots, \mu_{m} \in \mathbb{R}\right\}$ can be separated from $\mathcal{C}$ by a hyperplane.

Proof. It is immediate that if (1.55) has a solution then (1.56) has no solution. Conversely, we assume that (1.56) has no solution, and deduce that (1.55) has a solution by using induction on $m$. Clearly, when $m=0$, the assertion is trivial and there's nothing to prove. Suppose then that the result holds in any finitedimensional real Hilbert space for any set of $m-1$ elements and any element $\zeta$. Define $a^{0}=-\zeta$. The unsolvability of (1.56) then implies the unsolvability of (1.53). Hence, applying the Gordan lemma shows that there are nonnegative scalars
$\lambda_{0}, \cdots, \lambda_{m}$ in $\mathbb{R}$, not all zero, satisfying $\lambda_{0} \zeta=\sum_{j=1}^{m} \lambda_{j} a^{j}$. If $\lambda_{0}>0$, the proof is complete, so suppose $\lambda_{0}=0$ and without loss of generality, $\lambda_{m}>0$. Then

$$
\begin{equation*}
a^{m}=-\lambda_{m}^{-1} \sum_{j=1}^{m-1} \lambda_{j} a^{j} \tag{1.57}
\end{equation*}
$$

Define $Y=\left\{y \in V:\left\langle y, a^{m}\right\rangle=0\right\}$, and let $P_{Y}: V \rightarrow Y$ denote the orthogonal projection onto $Y$. By assumption, the system

$$
\left\langle a^{j}, y\right\rangle \geq 0 \text { for } j=1,2, \cdots, m-1, \quad\langle\zeta, y\rangle<0, \quad y \in Y
$$

or equivalently,

$$
\left\langle P_{Y} a^{j}, y\right\rangle \geq 0 \text { for } j=1,2, \cdots, m-1, \quad\left\langle P_{Y} \zeta, y\right\rangle<0, \quad y \in Y
$$

has no solution. By the induction hypothesis applied to the subspace $Y$, there are nonnegative real numbers $\mu_{1}, \cdots, \mu_{m-1}$ satisfying $\sum_{j=1}^{m-1} \mu_{j} P_{Y} a^{j}=P_{Y} \zeta$. This means that $\zeta-\sum_{j=1}^{m-1} \mu_{j} a^{j}$ is orthogonal to the space $Y$, the orthogonal complement of span $\left\{a^{m}\right\}$ in $V$. Thus, there is a number $\mu_{m} \in \mathbb{R}$ such that

$$
\begin{equation*}
\mu_{m} a^{m}=\zeta-\sum_{j=1}^{m-1} \mu_{k} a^{j} \tag{1.58}
\end{equation*}
$$

If $\mu_{m} \geq 0$, we immediately obtain a solution of (1.55), whereas if $\mu_{m}<0$, we can substitute (1.57) into (1.58) to obtain

$$
\left(-\mu_{m}\right) \lambda_{m}^{-1} \sum_{j=1}^{m-1} \lambda_{j} a^{j}=\zeta-\sum_{j=1}^{m-1} \mu_{j} a^{j} .
$$

which again gives a solution of (1.55).
Lemma 5.4. If $\Lambda$ is a maximal $\frac{\delta}{n}$-separated subset of $\mathbb{S}^{d-1}$ with $\delta \in(0,1]$, and $f \in \Pi_{n}^{d}$ satisfies that $\min _{\omega \in \Lambda} f(\omega) \geq 0$, then

$$
\int_{\mathbb{S}^{d}-1} f(x) w(x) d \sigma(x) \geq\left(C_{1}^{-1}-C_{2} K_{1} \delta\right) \sum_{\omega \in \Lambda} f(\omega) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right) .
$$

Proof. Setting $N(x):=\sum_{\omega \in \Lambda} \chi_{c\left(\omega, n^{-1} \delta\right)}(x)$, and using Lemma 4.2 (ii), we obtain

$$
\begin{aligned}
\int_{\mathbb{S}^{d-1}} f(x) w(x) d \sigma(x)= & \sum_{\omega \in \Lambda} \int_{c\left(\omega, n^{-1} \delta\right)} f(x) \frac{w(x)}{N(x)} d \sigma(x) \\
\geq & C_{1}^{-1} \sum_{\omega \in \Lambda} f(\omega) \int_{c\left(\omega, n^{-1} \delta\right)} w(x) d \sigma(x) \\
& -\sum_{\omega \in \Lambda} \int_{c\left(\omega, n^{-1} \delta\right)}|f(x)-f(\omega)| w(x) d \sigma(x) \\
\geq & C_{1}^{-1} \sum_{\omega \in \Lambda} f(\omega) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right)-K_{1} \delta\|f\|_{1, w} \\
\geq & \left(C_{1}^{-1}-C_{2} K_{1} \delta\right) \sum_{\omega \in \Lambda} f(\omega) w\left(\mathrm{c}\left(\omega, n^{-1} \delta\right)\right)
\end{aligned}
$$

where the last two steps use Theorem 4.3 , and (1.50) with $p=1$ respectively.
Lemma 5.5. If $\mu$ is a nonnegative measure on $\mathbb{S}^{d-1}$ such that the equation

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}} f(x) w(x) d \sigma(x)=\int_{\mathbb{S}^{d-1}} f(x) d \mu(x) \tag{1.59}
\end{equation*}
$$

holds for all $f \in \Pi_{n}^{d}$ and some positive integer $n$, then for all $x \in \mathbb{S}^{d-1}$,

$$
\begin{equation*}
\mu\left(\mathrm{c}\left(x, \frac{2}{n}\right)\right) \leq C w\left(\mathrm{c}\left(x, \frac{2}{n}\right)\right) \tag{1.60}
\end{equation*}
$$

with the constant $C$ depending only on $L_{w}$.
Proof. For $m=\left[\frac{d-1}{2}+\frac{s_{w}}{2}\right]+1$, and $n_{1}=\left[\frac{n}{2 m}\right]$, we define

$$
\begin{equation*}
T_{n}(\cos \theta)=\gamma_{n}\left(\frac{\sin \left(n_{1}+\frac{1}{2}\right) \theta}{\sin \frac{\theta}{2}}\right)^{2 m} \tag{1.61}
\end{equation*}
$$

where $\gamma_{n}$ is chosen so that $\int_{0}^{\pi} T_{n}(\cos \theta) \sin ^{d-2} \theta d \theta=1$. A straightforward computation shows that $\gamma_{n} \sim n^{d-1-2 m}$, which in turn implies that

$$
\begin{equation*}
0 \leq T_{n}(\cos \theta) \leq C_{L_{w}} n^{d-1}(1+n \theta)^{-2 m}, \quad \theta \in[0,2 \pi] \tag{1.62}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{n}(\cos \theta) \geq c n^{d-1}, \quad \theta \in\left[0, \frac{2}{n}\right] \tag{1.63}
\end{equation*}
$$

Since $T_{n}(\cos \theta)$ is a polynomial in $\cos \theta$ of degree at most $n$, it follows that $T_{n}(\langle x, \cdot\rangle)$ is a spherical polynomial of degree at most $n$ for each fixed $x \in \mathbb{S}^{d-1}$. Thus, using (1.59), we have, for each $x \in \mathbb{S}^{d-1}$,

$$
\int_{\mathbb{S}^{d-1}} T_{n}(\langle x, y\rangle) d \mu(y)=\int_{\mathbb{S}^{d-1}} T_{n}(\langle x, y\rangle) w(y) d \sigma(y) .
$$

However, using (1.63) and the positivity of $T_{n}$, we have

$$
\int_{\mathbb{S}^{d-1}} T_{n}(\langle x, y\rangle) d \mu(y) \geq c n^{d-1} \mu\left(\mathrm{c}\left(x, \frac{2}{n}\right)\right)
$$

whereas using Corollary 4.4, (1.62), and (1.12), we deduce

$$
\begin{aligned}
\int_{\mathbb{S}^{d-1}} T_{n}(\langle x, y\rangle) w(y) d \sigma(y) & \leq C \int_{\mathbb{S}^{d-1}} T_{n}(\langle x, y\rangle) w_{n}(y) d \sigma(y) \\
& \leq C n^{d-1} w_{n}(x) \int_{\mathbb{S}^{d-1}}(1+n d(x, y))^{s_{w}-2 m} d \sigma(y) \\
& \leq C w_{n}(x)
\end{aligned}
$$

Putting these together, and using the doubling property of the weight $w$, we deduce the desired estimate (1.62).

We are now in a position to prove Theorem 5.1.
Proof of Theorem 5.1. Without loss of generality, we may assume that $\frac{1}{4} \delta_{0} \leq$ $\delta \leq \delta_{0}$, since otherwise we may replace $n$ by the largest integer $\leq \frac{n \delta_{0}}{2 \delta}$. We shall use Lemma 5.2 with $V$ being the real Hilbert space $\Pi_{n}^{d}$ endowed with the inner product

$$
\langle f, g\rangle:=\int_{\mathbb{S}^{d-1}} f(x) g(x) d \sigma(x), \quad f, g \in \Pi_{n}^{d}
$$

Define $G_{n}(x, y):=\frac{1}{\omega_{d}} \sum_{k=0}^{n} \frac{k+\lambda}{\lambda} C_{k}^{\lambda}(x \cdot y)$ for $x, y \in \mathbb{S}^{d-1}$, where $\lambda=\frac{d-2}{2}$, and $x \cdot y$ denotes the dot product of $x, y \in \mathbb{R}^{d} . G_{n}$ is a reproducing kernel for the Hilbert space $V$ in the sense that

$$
\begin{equation*}
\left\langle f, G_{n}(x, \cdot)\right\rangle=f(x), \quad x \in \mathbb{S}^{d-1}, \quad f \in V \tag{1.64}
\end{equation*}
$$

Next, we let $\omega_{1}, \cdots, \omega_{N}$ be the list of elements in the set $\Lambda$, and define the functions $\zeta$ and $a^{j}$ in the space $V$ as follows:

$$
\begin{aligned}
\zeta(x) & :=\int_{\mathbb{S}^{d-1}} G_{n}(x, y) w(y) d \sigma(y)-\left(2 C_{1}\right)^{-1} \sum_{j=1}^{N} G_{n}\left(x, \omega_{j}\right) w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right), \\
a^{j}(x) & :=G_{n}\left(x, \omega_{j}\right), \quad j=1,2, \cdots, N
\end{aligned}
$$

On one hand, using (1.64), we have, for all $f \in V$,

$$
\begin{align*}
\left\langle f, a_{j}\right\rangle & =f\left(\omega_{j}\right), \quad j=1,2, \cdots, N  \tag{1.65}\\
\langle f, \zeta\rangle & =\int_{\mathbb{S}^{d-1}} f(y) w(y) d \sigma(y)-\left(2 C_{1}\right)^{-1} \sum_{j=1}^{N} f\left(\omega_{j}\right) w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right) \tag{1.66}
\end{align*}
$$

On the other hand, however, using Lemma 5.4, we conclude that if $0<\delta \leq$ $\frac{1}{C_{1}\left(C_{2} K_{1}+1\right)}$, and $f \in V$ satisfies $\min _{1 \leq j \leq N} f\left(\omega_{j}\right) \geq 0$, then

$$
\langle f, \zeta\rangle \geq\left(\left(2 C_{1}\right)^{-1}-C_{2} K_{1} \delta\right) \sum_{j=1}^{N} f\left(\omega_{j}\right) w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right) \geq 0
$$

Thus, the system (1.56) is not solvable, and by Lemma 5.2 applied to the Hilbert space $V=\Pi_{n}^{d}$ and the functions $a^{1}, \cdots, a^{N}$ and $\zeta$, there are $\mu_{1}, \cdots, \mu_{m} \geq 0$ such that $\zeta=\sum_{j=1}^{N} \mu_{j} a^{j}$. Using (1.65) and (1.66), this further implies that for $f \in \Pi_{n}^{d}$,

$$
\int_{\mathbb{S}^{d-1}} f(y) w(y) d \sigma(y)-\left(2 C_{1}\right)^{-1} \sum_{j=1}^{N} f\left(\omega_{j}\right) w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right)=\sum_{j=1}^{N} \mu_{j} f\left(\omega_{j}\right) ;
$$

or equivalently,

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}} f(y) w(y) d \sigma(y)=\sum_{j=1}^{N} \lambda_{j} f\left(\omega_{j}\right) \tag{1.67}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda_{j}:=\mu_{j}+\left(2 C_{1}\right)^{-1} w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right), \quad 1 \leq j \leq N \tag{1.68}
\end{equation*}
$$

To complete the proof, we just note that the lower estimate $\lambda_{j} \geq C_{L_{w}} w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right)$ is an immediate consequence of (1.68), whereas the desired upper estimate $\lambda_{j} \leq$ $C_{L_{w}} w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right)$ follows by (1.67) and Lemma 5.5 applied to a finite measure $\mu$ supported on the finite set $\Lambda$ and satisfying $\mu\left\{\omega_{j}\right\}=w\left(\mathrm{c}\left(\omega_{j}, n^{-1} \delta\right)\right)$ for $1 \leq j \leq N$.

Our last result in this section connects positive cubature formulas with MZ inequalities.

ThEOREM 5.6. If $\mu$ is a nonnegative finite measure on $\mathbb{S}^{d-1}$ for which the formula,

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}} f(x) w(x) d \sigma(x)=\int_{\mathbb{S}^{d-1}} f(x) d \mu(x) \tag{1.69}
\end{equation*}
$$

holds for all $f \in \Pi_{3 n}^{d}$ and some positive integer $n$, then for all $0<p<\infty$ and $f \in \Pi_{n}^{d}$,

$$
\begin{equation*}
\|f\|_{p, w} \sim\left(\int_{\mathbb{S}^{d}-1}|f(x)|^{p} d \mu(x)\right)^{\frac{1}{p}} \tag{1.70}
\end{equation*}
$$

with the constants of equivalence depend only on the doubling constant of $w$, and the constant $p$ when $p$ is close to 0 .

For the proof of Theorem 5.6, we need the following useful lemma.

Lemma 5.7. If $f: \mathbb{S}^{d-1} \rightarrow[0, \infty)$ is a nonnegative function satisfying

$$
\begin{equation*}
f(x) \leq C_{f}(1+n d(x, y))^{\alpha} f(y), \quad x, y \in \mathbb{S}^{d-1} \tag{1.71}
\end{equation*}
$$

for some fixed positive integer $n$, and some nonnegative number $\alpha$, then for each $0<p<\infty$, there exists a nonnegative spherical polynomial $g \in \Pi_{n}^{d}$ such that

$$
\begin{equation*}
C^{-1} f(x)^{\frac{1}{p}} \leq g(x) \leq C f(x)^{\frac{1}{p}}, \quad \text { for all } x \in \mathbb{S}^{d-1} \tag{1.72}
\end{equation*}
$$

where the constant $C$ depends only on $C_{f}, \alpha$ and $p$ when $p$ is close to zero. If, in addition, $f(x):=F(\langle x, e\rangle)$ is a zonal function on $\mathbb{S}^{d-1}$ for some fixed $e \in \mathbb{S}^{d-1}$, then we may choose the function $g$ in (1.72) to be a zonal polynomial of the form $G(\langle x, e\rangle)$ as well.

Proof. As in the proof of Lemma 5.5, we define a function $T_{n}(\cos \theta)$ as in (1.61) with $m=[\alpha / p]+d+1$, and $n_{1}=\left[\frac{n}{2 m}\right]$. Then $T_{n}(\cos \theta)$ a polynomial in $\cos \theta$ of degree at most $n$ satisfying (1.62) and (1.63) with the constants depending only on $\alpha$ and $p$ when $p$ is close to zero. Next, we define

$$
\begin{equation*}
g(x)=\int_{\mathbb{S}^{d-1}} f(y)^{\frac{1}{p}} T_{n}(x \cdot y) d \sigma(y), \quad x \in \mathbb{S}^{d-1} \tag{1.73}
\end{equation*}
$$

and show the function $g$ has the desired properties. Clearly, $g$ is a nonnegative spherical polynomial of degree at most $n$, and if $f$ is a zonal function, so is $g$. On the other hand, using (1.62) and (1.73), we obtain

$$
g(x) \leq C_{f}^{1 / p} f(x)^{1 / p} \int_{\mathbb{S}^{d}-1}(1+n d(x, y))^{\alpha / p} T_{n}(x \cdot y) d \sigma(y) \leq C f(x)^{1 / p}
$$

and using (1.63), we deduce

$$
g(x) \geq \int_{d(x, y) \leq \frac{1}{2 n}} f(y)^{\frac{1}{p}} T_{n}(x \cdot y) d \sigma(y) \geq C f(x)^{1 / p} \int_{0}^{\frac{1}{2 n}} n^{d-1} \theta^{d-2} d \theta \geq C f(x)^{1 / p}
$$

This shows that $g$ satisfies (1.72), and completes the proof.
Now we are in a position to prove Theorem 5.6.
Proof of Theorem 5.6. We first note that the inequality

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} d \mu(x) \leq C^{p} \int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x), \quad f \in \Pi_{2 n}^{d} \tag{1.74}
\end{equation*}
$$

follows directly from Lemma 5.5 and Lemma 4.6. Thus, it remains to prove the inverse inequality

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x) \leq C^{p} \int_{\mathbb{S}^{d}-1}|f(x)|^{p} d \mu(x) \tag{1.75}
\end{equation*}
$$

Using (1.28) and Hölder's inequality, we obtain that for $x \in \mathbb{S}^{d-1}$ and any $f \in \Pi_{n}^{d}$,

$$
|f(x)| \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{2}\left|L_{n}(\langle x, y\rangle)\right| d \sigma(y)\right)^{\frac{1}{2}}
$$

which, using (1.12), implies

$$
\begin{align*}
& |f(x)|^{p} w_{n}(x) \\
& \quad \leq C\left(\int_{\mathbb{S}^{d}-1}|f(y)|^{2}\left|L_{n}(\langle x, y\rangle)\right|(1+n d(x, y))^{\frac{2}{p} s_{w}}\left(w_{n}(y)\right)^{\frac{2}{p}} d \sigma(y)\right)^{\frac{p}{2}} . \tag{1.76}
\end{align*}
$$

However, using Lemma 5.7 and (1.12), there exist a nonnegative spherical polynomial $Q_{1} \in \Pi_{[n / 2]}^{d}$ and a nonnegative zonal spherical polynomial $Q_{2}(\langle x, y\rangle) \in \Pi_{[n / 2]}^{d}$ such that

$$
\begin{equation*}
Q_{1}(y) \sim\left(w_{n}(y)\right)^{\frac{2}{p}-1}, \quad Q_{2}(\langle x, y\rangle) \sim n^{d-1}(1+n d(y, x))^{-\ell} \tag{1.77}
\end{equation*}
$$

where $\ell>(d-1) \max \left\{\frac{2}{p}, 1\right\}$ is a fixed integer. Thus, using (1.76) and Theorem 2.1, we deduce

$$
\begin{align*}
|f(x)|^{p} w_{n}(x) & \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{2} Q_{2}(x \cdot y) Q_{1}(y) w_{n}(y) d \sigma(y)\right)^{\frac{p}{2}} \\
& \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{2} Q_{2}(x \cdot y) Q_{1}(y) w(y) d \sigma(y)\right)^{\frac{p}{2}} \\
& =C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{2} Q_{2}(x \cdot y) Q_{1}(y) d \mu(y)\right)^{\frac{p}{2}}, \tag{1.78}
\end{align*}
$$

where the last two steps uses Corollary 4.4 and (1.69) respectively.
Now we deduce (1.75) for the case of $0<p \leq 2$ from (1.78). Taking a maximal $\frac{1}{n}$-separated subset $\Lambda$ of $\mathbb{S}^{d-1}$, and using (1.78), we obtain

$$
\begin{aligned}
& |f(x)|^{p} w_{n}(x) \\
& \quad \leq\left.\left. C \sum_{\omega \in \Lambda}\left|\int_{c\left(\omega, \frac{1}{n}\right)}\right| f(y)\right|^{2} Q_{2}(\langle x, y\rangle) Q_{1}(y) d \mu(y)\right|^{\frac{p}{2}} \\
& \quad \leq C \sum_{\omega \in \Lambda}\left(f_{2 / p, n}^{*}(\omega)\right)^{(2-p) \frac{p}{2}}\left(Q_{2}(x \cdot \omega)\right)^{\frac{p}{2}}\left(w_{n}(\omega)\right)^{1-\frac{p}{2}}\left(\int_{c\left(\omega, \frac{1}{n}\right)}|f(y)|^{p} d \mu(y)\right)^{\frac{p}{2}} .
\end{aligned}
$$

Integrating with respect to $x \in \mathbb{S}^{d-1}$, and then using Hölder's inequality, we obtain

$$
\begin{aligned}
& \|f\|_{p, w}^{p} \leq C\|f\|_{p, w_{n}}^{p} \\
& \leq C n^{(d-1)\left(\frac{p}{2}-1\right)} \sum_{\omega \in \Lambda}\left(f_{2 / p, n}^{*}(\omega)\right)^{(2-p) \frac{p}{2}}\left(w_{n}(\omega)\right)^{1-\frac{p}{2}}\left(\int_{c\left(\omega, \frac{1}{n}\right)}|f(y)|^{p} d \mu(y)\right)^{\frac{p}{2}} \\
& \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{p} d \mu(y)\right)^{\frac{p}{2}}\left(\sum_{\omega \in \Lambda} \int_{c\left(\omega, \frac{1}{n}\right)}\left|f_{2 / p, n}^{*}(y)\right|^{p} w_{n}(y) d \sigma(y)\right)^{1-\frac{p}{2}} \\
& \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{p} d \mu(y)\right)^{\frac{p}{2}}\left\|f_{2 / p, n}^{*}\right\|_{p, w_{n}}^{p\left(1-\frac{p}{2}\right)} \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{p} d \mu(y)\right)^{\frac{p}{2}}\|f\|_{p, w}^{p\left(1-\frac{p}{2}\right)},
\end{aligned}
$$

where the last step uses Corollaries 3.3 and 4.4. The desired inequality (1.75) in the case of $0<p \leq 2$ then follows.

Finally, we show (1.75) for $2<p<\infty$. In this case, using (1.78) and Hölder's inequality, we obtain

$$
\begin{align*}
& |f(x)|^{p} w_{n}(x) \\
& \quad \leq C\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{p} Q_{2}(\langle x, y\rangle) d \mu(y)\right)\left(\int_{\mathbb{S}^{d}-1} Q_{2}(\langle x, y\rangle)\left|Q_{1}(y)\right|^{\frac{p}{p-2}} d \mu(y)\right)^{\frac{p}{2}-1} \tag{1.79}
\end{align*}
$$

On the other hand, however, using Lemma 5.7 and (1.77), there exists a nonnegative spherical polynomial $Q_{3} \in \Pi_{n}^{d}$ such that

$$
Q_{3}(y) \sim Q_{1}(y)^{\frac{p}{p-2}} \sim w_{n}(y)^{-1}, \quad \text { for all } y \in \mathbb{S}^{d-1}
$$

Thus, using (1.74) and (1.77), we deduce

$$
\begin{align*}
& \left(\int_{\mathbb{S}^{d-1}} Q_{2}(\langle x, y\rangle)\left|Q_{1}(y)\right|^{\frac{p}{p-2}} d \mu(y)\right)^{\frac{p}{2}-1} \\
& \quad \leq C\left(\int_{\mathbb{S}^{d-1}} Q_{2}(\langle x, y\rangle) Q_{3}(y) w_{n}(y) d \sigma(y)\right)^{\frac{p}{2}-1} \\
& \quad \leq C\left(\int_{\mathbb{S}^{d-1}} Q_{2}(\langle x, y\rangle) d \sigma(y)\right)^{\frac{p}{2}-1} \leq C \tag{1.80}
\end{align*}
$$

Now combining (1.79) with (1.80), integrating with respect to $x$ over $\mathbb{S}^{d-1}$, and using (1.77), we conclude that

$$
\|f\|_{p, w}^{p} \leq C\|f\|_{p, w_{n}}^{p} \leq C \int_{\mathbb{S}^{d-1}}|f(y)|^{p} d \mu(y)
$$

which proves (1.75) for $2<p<\infty$.

## 6. Nikolskii and Bernstein inequalities

Throughout this section, $w$ denotes a doubling weight on $\mathbb{S}^{d-1}$ normalized by $w\left(\mathbb{S}^{d-1}\right)=1$. We start with the following weighted Nikolskii inequality:

THEOREM 6.1. (Nikolskii's inequality) If $0<p<q \leq \infty$, and $f \in \Pi_{n}^{d}$, then

$$
\|f\|_{q, w} \leq C n^{\left(\frac{1}{p}-\frac{1}{q}\right) s_{w}}\|f\|_{p, w}
$$

where $C$ depends only on $d, p, q$, and $L_{w}$.
Proof. Let us first consider the case $0<p<q=\infty$. Let $\Lambda$ be a maximal $\frac{1}{12 K_{p} n}$-separated subset of $\mathbb{S}^{d-1}$ with $K_{p}$ being the same constant as in Theorem 4.1. Using Theorem 4.1, we obtain that for $f \in \Pi_{n}^{d}$,

$$
\begin{align*}
\|f\|_{\infty} & \leq C \max _{\omega \in \Lambda}|f(\omega)| \leq C\left(\min _{\omega \in \Lambda} \lambda_{\omega}\right)^{-\frac{1}{p}}\left(\sum_{\omega \in \Lambda} \lambda_{\omega}|f(\omega)|^{p}\right)^{\frac{1}{p}} \\
& \leq C\|f\|_{p, w} \max _{\omega \in \Lambda}\left(w\left(B\left(\omega, n^{-1}\right)\right)\right)^{-\frac{1}{p}} \tag{1.81}
\end{align*}
$$

Let $m$ be a positive integer such that $2^{m-1} \leq n \pi \leq 2^{m}$. Then using (1.12), we have, for any $\omega \in \Lambda$,

$$
\begin{aligned}
1 & =w\left(\mathbb{S}^{d-1}\right)=w(B(\omega, \pi)) \leq C_{L_{w}} 2^{m s_{w}} w\left(B\left(\omega, n^{-1}\right)\right) \\
& \leq C_{L_{w}}(2 \pi n)^{s_{w}} w\left(B\left(\omega, n^{-1}\right)\right),
\end{aligned}
$$

which implies that $\left(w\left(B\left(\omega, n^{-1}\right)\right)\right)^{-\frac{1}{p}} \leq c n^{s_{w} / p}$. Inserting this last estimate into (1.81) then gives the desired Nikolskii's inequality for the case of $0<p<q=\infty$ :

$$
\begin{equation*}
\|f\|_{\infty} \leq C n^{s_{w} / p}\|f\|_{p, w} \tag{1.82}
\end{equation*}
$$

Finally, for $0<p<q<\infty$, using (1.82), one has

$$
\|f\|_{q, w}^{q} \leq\|f\|_{\infty}^{q-p}\|f\|_{p, w}^{p} \leq C n^{s_{w}(q-p) / p}\|f\|_{p, w}^{q}
$$

which in turn implies the desired inequality $\|f\|_{q, w} \leq C n^{\left(\frac{1}{p}-\frac{1}{q}\right) s_{w}}\|f\|_{p, w}$.
The next goal in this section is to show a weighted Bernstein inequality. Given $f \in C^{\ell}\left(\mathbb{S}^{d-1}\right)$, we define its $\ell$ th tangential derivative in the direction of $\xi \in T_{x}:=$ $\left\{y \in \mathbb{S}^{d-1}:\langle x, y\rangle=0\right\}$ at a point $x \in \mathbb{S}^{d-1}$ by

$$
\left(\frac{\partial}{\partial \xi}\right)^{\ell} f(x)=\left.\left(\frac{\partial}{\partial \theta}\right)^{\ell}(f(x \cos \theta+\xi \sin \theta))\right|_{\theta=0}
$$

Then the weighted Bernstein inequality can be sated as follows.
THEOREM 6.2. (Bernstein's inequality.) If $\ell \in \mathbb{N}, 0<p<\infty$, and $f \in \Pi_{n}^{d}$, then

$$
\left(\int_{\mathbb{S}^{d-1}} \sup _{\xi \in T_{x}}\left|\left(\frac{\partial}{\partial \xi}\right)^{\ell} f(x)\right|^{p} w(x) d \sigma(x)\right)^{\frac{1}{p}} \leq C n^{\ell}\|f\|_{p, w}
$$

where $C>0$ depends only on $d$, $\ell$, the doubling constant of $w$ and $p$ when $p$ is small.

Recall that $L_{n}(x, y)$ denotes the kernel defined in (1.27) with $\eta \in C^{\infty}[0, \infty$ satisfying $\eta(x)=1$ for $|x| \leq 1$ and $\eta(x)=0$ for $|x| \geq 2$. To show Theorem 6.2, we need the following estimate on the tangential derivative of $L_{n}$.

Lemma 6.3. If $x \in \mathbb{S}^{d-1}, y \in T_{x}$ and

$$
\varphi(\theta) \equiv \varphi_{x, y, \xi}(\theta)=K_{n}(x \cdot y \cos \theta+\xi \cdot y \sin \theta)
$$

then for any $v, m \in \mathbb{N}$,

$$
\begin{equation*}
\left|\varphi^{(v)}(0)\right| \leq C n^{d-1+v} \min \left\{1,(n d(x, y))^{-m}\right\}, \tag{1.83}
\end{equation*}
$$

with $C$ depending only on $v$ and $m$.
Proof. Using induction on $v$, we can write $\varphi^{(v)}(\theta)$ in the form
$\varphi^{(v)}(\theta)=\sum_{i=1}^{v} \sum_{\left(j_{0}, j_{1}, j_{2}, j_{3}\right) \in \Lambda} C_{j_{0}, j_{1}, j_{2}, j_{3}} L_{n}^{(i)}(t(\theta))(t(\theta))^{j_{0}}\left(t^{\prime}(\theta)\right)^{j_{1}}\left(t^{\prime \prime}(\theta)\right)^{j_{2}}\left(t^{\prime \prime \prime}(\theta)\right)^{j_{3}}$,
where $\Lambda:=\left\{\left(j_{0}, j_{1}, j_{2}, j_{3}\right) \in \mathbb{Z}_{+}^{4}: j_{0}+j_{1}+j_{2}+j_{3}=i, j_{1}+j_{3} \geq 2 i-v\right\}$, $t(\theta)=x \cdot y \cos \theta+y \cdot \xi \sin \theta$, and $C_{j_{0}, j_{1}, j_{2}, j_{3}}$ are some absolute constants. Note that $|y \cdot \xi| \leq \sqrt{1-(x \cdot y)^{2}}$ for any $y \in \mathbb{S}^{d-1}$ and $\xi \in T_{x}$. Thus, using Theorem 2.1 with $\ell=m+v$, we deduce that for $1 \leq i \leq v$ and each $\left(j_{0}, j_{1}, j_{2}, j_{3}\right) \in \Lambda$,
$\left|L_{n}^{(i)}(t(0))(t(0))^{j_{0}}\left(t^{\prime}(0)\right)^{j_{1}}\left(t^{\prime \prime}(0)\right)^{j_{2}}\left(t^{\prime \prime \prime}(0)\right)^{j_{3}}\right| \leq C n^{d-1+v} \min \left\{1,(n d(x, y))^{-m}\right\}$.
The desired inequality (1.83) then follows by (1.84). This completes the proof.
Proof of Theorem 6.2. By the definition and (1.28), we have, for $f \in \Pi_{n}^{d}$ and $x, \xi \in \mathbb{S}^{d-1}$ with $x \cdot \xi=0$,

$$
\left(\frac{\partial}{\partial \xi}\right)^{\ell} f(x)=\int_{\mathbb{S}^{d-1}} f(y) \varphi_{x, y, \xi}^{(\ell)}(0) d \sigma(y)
$$

with $\varphi_{x, y, \xi}$ as defined in Lemma 5.3. It then follows by Lemma 6.3 with $m>$ $\frac{2}{p} s_{w}+d-1$ that

$$
\begin{aligned}
\left|\left(\frac{\partial}{\partial \xi}\right)^{\ell} f(x)\right| & \leq C n^{d-1+\ell} \int_{\mathbb{S}^{d-1}}|f(y)|(1+n d(x, y))^{-m} d \sigma(y) \\
& \leq C n^{d-1+\ell} f_{2 s_{w} / p, n}^{*}(x) \int_{\mathbb{S}^{d-1}}(1+n d(x, y))^{-m+\frac{2}{p} s_{w}} d \sigma(y) \\
& \leq C n^{\ell} f_{2 s_{w} / p, n}^{*}(x)
\end{aligned}
$$

This combined with Corollary 3.3 gives the desired Bernstein's inequality and therefore completes the proof.

Note that

$$
D_{i, j}:=x_{i} \frac{\partial}{\partial x_{j}}-x_{j} \frac{\partial}{\partial x_{i}}=\frac{\partial}{\partial \xi_{i, j}} f(x)
$$

for $f \in C^{1}\left(\mathbb{S}^{d-1}\right)$ and $1 \leq i \neq j \leq d$, where $\xi_{i, j}=x+\left(x_{j}-x_{i}\right) e_{i}+\left(x_{i}-x_{j}\right) e_{j} \in T_{x}$, and

$$
e_{1}=(1,0, \cdots, 0), e_{2}=(0,1,0, \ldots, 0) \cdots, e_{d}=(0, \cdots, 0,1)
$$

Thus, as an immediate consequence of Theorem 6.2, we deduce the following.
Corollary 6.4. If $f \in \Pi_{n}^{d}, \ell \in \mathbb{N}$, and $0<p<\infty$, then

$$
\max _{1 \leq i<j \leq d}\left\|D_{i, j}^{\ell} f\right\|_{p, w} \leq C n^{\ell}\|f\|_{p, w}
$$

where $C$ depends on $L_{w}$, but is independent of $f, n$ and $p$ when $p$ is bounded away from zero.

Recalling that $\Delta_{0}=\sum_{1 \leq i<j \leq d} D_{i, j}^{2}$ for the Laplace-Beltrami operator $\Delta_{0}$ on $\mathbb{S}^{d-1}$, we then deduce from (6.4) the following weighted inequality:

Corollary 6.5. If $\ell \in \mathbb{N}, 0<p<\infty$, and $f \in \Pi_{n}^{d}$, then

$$
\left\|\triangle_{0}^{\ell} f\right\|_{p, w} \leq C n^{2 \ell}\|f\|_{p, w}
$$

where $\triangle_{0}^{i+1} f=\triangle_{0}\left(\triangle_{0}^{i} f\right)$ for $i \geq 1, C>0$ depends only on $\ell, L_{w}$ and $p$ when $p$ is close to zero.

## 7. Remez-type inequalities with $A_{\infty}$ weights

For convenience, throughout this section, we normalize the Lebesgue measure $d \sigma(x)$ on $\mathbb{S}^{d-1}$ by $\int_{\mathbb{S}^{d-1}} d \sigma(x)=1$. Our main goal in this section is to show the following Remez-type inequality:

Theorem 7.1. Let $w$ be an $A_{\infty}$ weight on $\mathbb{S}^{d-1}$, and let $0<p<\infty$. If $f \in \Pi_{n}^{d}$, $E \subset \mathbb{S}^{d-1}$, and meas $(E)=t^{d-1} \leq \frac{1}{2}$, then

$$
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x) \leq C^{n t+1} \int_{\mathbb{S}^{d-1} \backslash E}|f(x)|^{p} w(x) d \sigma(x)
$$

where $C>0$ depends only on $d, p$ and the $A_{\infty}$ constant of $w$.
Proof. Firstly, we show that for any $f \in \Pi_{n}^{d}$,

$$
\begin{equation*}
\|f\|_{C\left(\mathbb{S}^{d-1}\right)} \leq C^{n t} \sup _{x \in \mathbb{S}^{d-1} \backslash E}|f(x)|, \tag{1.85}
\end{equation*}
$$

where $E \subset \mathbb{S}^{d-1}$ and meas $(E)=t^{d-1} \leq \frac{4}{5}$. Let $x_{0} \in \mathbb{S}^{d-1}$ be such that $\left|f\left(x_{0}\right)\right|=$ $\|f\|_{C\left(\mathbb{S}^{d-1}\right)}$. We denote by $C\left(x_{0}, y\right)$ the great circle on $\mathbb{S}^{d-1}$ passing through $x_{0}$ and $y \in \mathbb{S}^{d-1} \backslash\left\{x_{0}\right\}$, and by $d \gamma_{x_{0}, y}$ the one-dimensional Lebesgue measure on $C\left(x_{0}, y\right)$ normalized by $\gamma_{x_{0}, y}\left(C\left(x_{0}, y\right)\right)=2 \pi$. We claim that if $E \subset \mathbb{S}^{d-1}$, and meas $(E)=$ $t^{d-1} \leq \frac{4}{5}$, then there must exist a point $y_{0} \in \mathbb{S}^{d-1} \backslash\left\{x_{0}\right\}$ such that

$$
\begin{equation*}
\gamma_{x_{0}, y_{0}}\left(E \bigcap C\left(x_{0}, y_{0}\right)\right) \leq \min \left\{C_{d} t, \quad 2 \pi-\varepsilon_{d}\right\}, \tag{1.86}
\end{equation*}
$$

where $C_{d}>0$ and $\varepsilon_{d} \in(0, \pi)$ denote two constants depending only on $d$. Indeed, once (1.86) is proved, then

$$
\begin{aligned}
\|f\|_{C\left(\mathbb{S}^{d-1}\right)} & =\left|f\left(x_{0}\right)\right|=\max _{y \in C\left(x_{0}, y_{0}\right)}|f(y)| \\
& \leq C^{n t} \max _{y \in C\left(x_{0}, y_{0}\right) \backslash E}|f(y)| \leq C^{n t} \sup _{x \in \mathbb{S}^{d-1} \backslash E}|f(x)|,
\end{aligned}
$$

where the third step uses (1.86), the Remez-type inequality for trigonometric polynomials on the circle $([40])$, and the fact that the restriction of $f \in \Pi_{n}^{d}$ to the great circle $C\left(x_{0}, y_{0}\right)$ is a trigonometric polynomial of degree at most $n$. Thus, (1.85) will follow from (1.86).

For the proof of (1.86), we set $E^{c}=\mathbb{S}^{d-1} \backslash E$ and

$$
S\left(x_{0}\right)=\left\{y \in \mathbb{S}^{d-1}:\left\langle y, x_{0}\right\rangle=0\right\}
$$

We denote by $d \sigma_{x_{0}}(y)$ the Lebesgue measure on $S\left(x_{0}\right)$ normalized by $\int_{S\left(x_{0}\right)} d \sigma_{x_{0}}(y)$ $=1$. We then assert that (1.86) is a consequence of the following two inequalities:

$$
\begin{equation*}
\int_{S\left(x_{0}\right)}\left(\gamma_{x_{0}, y}\left(E \cap C\left(x_{0}, y\right)\right)\right)^{d-1} d \sigma_{x_{0}}(y) \leq C_{d}^{\prime} t^{d-1} \tag{1.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{S\left(x_{0}\right)} \gamma_{x_{0}, y}\left(E^{c} \cap C\left(x_{0}, y\right)\right) d \sigma_{x_{0}}(y) \geq \varepsilon_{d}^{\prime}>0 \tag{1.88}
\end{equation*}
$$

Indeed, using (1.87),

$$
\sigma_{x_{0}}\left\{y \in S\left(x_{0}\right): \gamma_{x_{0}, y}\left(E \cap C\left(x_{0}, y\right)\right)>C_{d} t\right\} \leq \frac{C_{d}^{\prime}}{C_{d}^{d-1}}
$$

whereas using (1.88),

$$
\begin{aligned}
& \sigma_{x_{0}}\left\{y \in S\left(x_{0}\right): \gamma_{x_{0}, y}\left(E^{c} \cap C\left(x_{0}, y\right)\right) \leq \varepsilon_{d}\right\} \\
& \\
& \quad=\sigma_{x_{0}}\left\{y \in S\left(x_{0}\right): \quad \gamma_{x_{0}, y}\left(E \cap C\left(x_{0}, y\right)\right) \geq 1-\varepsilon_{d}\right\} \\
& \quad \leq \frac{1-\varepsilon_{d}^{\prime}}{1-\varepsilon_{d}}
\end{aligned}
$$

Thus, letting $\varepsilon_{d}=\frac{1}{2} \varepsilon_{d}^{\prime}$, and choosing $C_{d}$ sufficiently large so that

$$
\frac{C_{d}^{\prime}}{C_{d}^{d-1}}+\frac{1-\varepsilon_{d}^{\prime}}{1-\varepsilon_{d}}<1
$$

we conclude that there must exist a $y_{0} \in S\left(x_{0}\right)$ such that

$$
\gamma_{x_{0}, y_{0}}\left(E \cap C\left(x_{0}, y_{0}\right)\right) \leq C_{d} t
$$

and

$$
\gamma_{x_{0}, y_{0}}\left(E^{c} \cap C\left(x_{0}, y_{0}\right)\right)=1-\gamma_{x_{0}, y_{0}}\left(E \cap C\left(x_{0}, y_{0}\right)\right) \geq \varepsilon_{d}>0
$$

The desired inequality (1.86) then follows.
Thus, we have reduced the proof of (1.86) to showing (1.87) and (1.88).
To show (1.87), we note that

$$
\gamma_{x_{0}, y}\left(E \cap C\left(x_{0}, y\right)\right)=\int_{-\pi}^{\pi} \chi_{E}\left(x_{0} \cos \theta+y \sin \theta\right) d \theta
$$

Hence, setting

$$
E\left(x_{0}, y\right)=\left\{\theta \in[-\pi, \pi]: \quad|\sin \theta| \geq \sin \left[8^{-1} \gamma_{x_{0}, y}\left(C\left(x_{0}, y\right) \cap E\right)\right]\right\}
$$

we deduce

$$
\begin{aligned}
t^{d-1} & =\operatorname{meas}(E)=C_{d}^{\prime \prime} \int_{S\left(x_{0}\right)} \int_{-\pi}^{\pi} \chi_{E}\left(x_{0} \cos \theta+y \sin \theta\right)\left|\sin ^{d-2} \theta\right| d \theta d \sigma_{x_{0}}(y) \\
& \geq C_{d}^{\prime \prime} \int_{S\left(x_{0}\right)} \int_{E\left(x_{0}, y\right)} \chi_{E}\left(x_{0} \cos \theta+y \sin \theta\right)\left|\sin ^{d-2} \theta\right| d \theta d \sigma_{x_{0}}(y) \\
& \geq \frac{1}{2} C_{d}^{\prime \prime} \int_{S\left(x_{0}\right)}\left(\sin \left(\frac{\gamma_{x_{0}, y}\left(E \cap C\left(x_{0}, y\right)\right)}{8}\right)\right)^{d-2} \gamma_{x_{0}, y}\left(E \cap C\left(x_{0}, y\right)\right) d \sigma_{x_{0}}(y),
\end{aligned}
$$

which implies (1.87). To show (1.88), we recall that $\sigma\left(\mathbb{S}^{d-1}\right)=1$, and obtain

$$
\begin{aligned}
\frac{1}{5} & \leq \operatorname{meas}\left(E^{c}\right)=C_{d}^{\prime \prime} \int_{S\left(x_{0}\right)} \int_{-\pi}^{\pi} \chi_{E^{c}}\left(x_{0} \cos \theta+y \sin \theta\right)\left|\sin ^{d-2} \theta\right| d \theta d \sigma_{x_{0}}(y) \\
& \leq C_{d}^{\prime \prime} \int_{S\left(x_{0}\right)} \gamma_{x_{0}, y}\left(E^{c} \bigcap C\left(x_{0}, y\right)\right) d \sigma_{x_{0}}(y)
\end{aligned}
$$

This proves (1.88).
Next, we show that for $0<p<\infty$ and $f \in \Pi_{n}^{d}$,

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} d \sigma(x) \leq C^{n t+1} \int_{\mathbb{S}^{d-1} \backslash E}|f(x)|^{p} d \sigma(x) \tag{1.89}
\end{equation*}
$$

where $E \subset \mathbb{S}^{d-1}$ and meas $(E)=t^{d-1} \leq \frac{3}{4}$. Set $\alpha=\left(\frac{16}{15}\right)^{\frac{1}{d-1}}$, and

$$
F=\left\{x \in \mathbb{S}^{d-1}:|f(x)| \geq\|f\|_{\infty} C^{-\alpha n t}\right\}
$$

with $C>0$ being the same as in (1.85). Then by the already proven inequality (1.85) it follows that meas $(F) \geq(\alpha t)^{d-1}$ and hence meas $\left(F \cap E^{c}\right) \geq \frac{1}{15} \operatorname{meas}(E)$. Therefore, we have

$$
\begin{aligned}
\int_{E}|f(x)|^{p} d \sigma(x) & \leq|E|\|f\|_{\infty}^{p} \leq 15 C^{\alpha n t p} \int_{E^{c} \cap F}|f(x)|^{p} d \sigma(x) \\
& \leq 15 C^{\alpha p n t} \int_{\mathbb{S}^{d-1} \backslash E}|f(x)|^{p} d \sigma(x)
\end{aligned}
$$

and (1.89) then follows.
Finally, we show that for any $A_{\infty}$ weight $w, 0<p<\infty$ and all $f \in \Pi_{n}^{d}$,

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x) \leq C^{n t+1} \int_{\mathbb{S}^{d-1} \backslash E}|f(x)|^{p} w(x) d \sigma(x) \tag{1.90}
\end{equation*}
$$

where meas $(E)=t^{d-1} \leq \frac{1}{2}$. Let $\left\{\omega_{i}\right\}_{i=1}^{M(n, \delta)}$ be a maximal $\frac{\delta}{n}$-separated subset of $\mathbb{S}^{d-1}$ with $\delta>0$ to be specified later, and let

$$
B_{1}^{*}=B\left(\omega_{1}, \frac{\delta}{n}\right)-\bigcup_{j=2}^{M(n, \delta)} B\left(\omega_{j}, \frac{\delta}{4 n}\right)
$$

and

$$
B_{i}^{*}=B\left(\omega_{i}, \frac{\delta}{n}\right)-\left[\left(\bigcup_{k=1}^{i-1} B_{k}^{*}\right) \bigcup\left(\bigcup_{j=i+1}^{M(n, \delta)} B\left(\omega_{j}, \frac{\delta}{4 n}\right)\right)\right], \quad 2 \leq i \leq M(n, \delta)
$$

Then the following properties can be easily verified:

$$
\begin{aligned}
& B_{i}^{*} \bigcap B_{j}^{*}=\emptyset \text { if } i \neq j \\
& B\left(\omega_{i}, \frac{\delta}{4 n}\right) \subset B_{i}^{*} \subset B\left(\omega_{i}, \frac{\delta}{n}\right), \text { for } 1 \leq i \leq M(n, \delta) \\
& \bigcup_{i=1}^{M(n, \delta)} B_{i}^{*}=\mathbb{S}^{d-1}
\end{aligned}
$$

Now setting

$$
\Lambda^{*}=\left\{i: \quad 1 \leq i \leq M(n, \delta), \quad\left|B_{i}^{*} \bigcap E\right|>\frac{2}{3}\left|B_{i}^{*}\right|\right\}
$$

we have

$$
\sum_{i \in \Lambda^{*}}\left|B_{i}^{*}\right| \leq \frac{3}{2}|E|=\frac{3}{2} t^{d-1}
$$

and hence, using Theorem 4.4, Lemma 5.7 and the already proven inequality (1.89), we obtain

$$
\begin{aligned}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x) \leq & C^{n t+1} \int_{\mathbb{S}^{d-1}} \backslash \bigcup_{i \in \Lambda^{*}} B_{i}^{*}|f(x)|^{p} w_{n}(x) d \sigma(x) \\
\leq & C^{n t+1} \sum_{i \notin \Lambda^{*}} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right)}|f(x)|^{p} w_{n}(x) d \sigma(x) \\
\leq & C^{n t+1} \sum_{i \notin \Lambda^{*}}\left|f\left(\xi_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right)} w_{n}(x) d \sigma(x) \\
& +C^{n t+1} \sum_{i \notin \Lambda^{*}}\left|\operatorname{losc}(f)\left(\omega_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right)} w_{n}(x) d \sigma(x),
\end{aligned}
$$

where

$$
\left|f\left(\xi_{i}\right)\right|=\min _{x \in B\left(\omega_{i}, \frac{\delta}{n}\right)}|f(x)|
$$

and

$$
\operatorname{osc}(f)\left(\omega_{i}\right)=\max _{x, y \in B\left(\omega_{i}, \frac{\delta}{n}\right)}|f(x)-f(y)| .
$$

Since $w_{n}$ is a doubling weight with the doubling constant depending only on that of $w$, it follows by Theorems 4.3 and 4.4 that

$$
\begin{aligned}
\sum_{i \notin \Lambda^{*}}\left|\operatorname{osc}(f)\left(\omega_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right)} w_{n}(x) d \sigma(x) & \leq C \delta^{p} \int_{\mathbb{S}^{d-1}}|f(x)|^{p} w_{n}(x) d \sigma(x) \\
& \leq C \delta^{p} \int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x) .
\end{aligned}
$$

On the other hand, however, by the $A_{\infty}$-property of $w$ it follows that for $i \notin \Lambda^{*}$,

$$
\begin{aligned}
\left|f\left(\xi_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right)} w_{n}(x) d \sigma(x) & \leq C \delta^{d-1}\left|f\left(\xi_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{1}{n}\right)} w(x) d \sigma(x) \\
& \leq C \delta^{d-1-s}\left|f\left(\xi_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right)} w(x) d \sigma(x) \\
& \leq C \delta^{d-1-s}\left|f\left(\xi_{i}\right)\right|^{p} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right) \backslash E} w(x) d \sigma(x) \\
& \leq C \delta^{d-1-s} \int_{B\left(\omega_{i}, \frac{\delta}{n}\right) \backslash E}|f(x)|^{p} w(x) d \sigma(x),
\end{aligned}
$$

where in the first inequality we have used the fact that $w_{n}(x) \sim w_{n}\left(\omega_{i}\right)$ for $x \in$ $B\left(\omega_{i}, \frac{\delta}{n}\right)$, in the second inequality we have used the doubling property of $w$, and in the third inequality we have used the definition of $\Lambda^{*}$ and the $A_{\infty}$ property of $w$.

Therefore, noticing that $\sum_{i=1}^{M(n, \delta)} \chi_{B\left(\omega_{i}, \frac{\delta}{n}\right)}(x) \leq C_{d}$, we deduce

$$
\begin{aligned}
\int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x) \leq & C^{n t+1} \delta^{d-1-s} \int_{\mathbb{S}^{d-1} \backslash E}|f(x)|^{p} w(x) d \sigma(x) \\
& +\delta^{p} C^{n t+1} \int_{\mathbb{S}^{d-1}}|f(x)|^{p} w(x) d \sigma(x)
\end{aligned}
$$

Now letting $\delta=\left(\frac{1}{2}\right)^{\frac{1}{p}} C^{-(n t+1) \frac{1}{p}}$, we obtain the desired inequality (1.90) and therefore complete the proof.

## 8. Notes and further results

1. Theorem 2.1, the fast decaying of the kernel, was established in $[\mathbf{1 0}, \mathbf{5 5}$, $\mathbf{6 4}, \mathbf{7 0}]$. The proof of Proposition 2.2 follows along [50] and [10]. Under additional assumptions on the cut-off function, the rate of decay can be improved to sub-exponential estimate [49],
$\left|L_{n}^{(j)}(\cos \theta)\right| \leq c_{1} n^{2 \alpha+2 j+2} \exp \left\{-\frac{c_{2} n \theta}{[\ln (e+n \theta)]^{1+\epsilon}}\right\}, \quad 0 \leq \theta \leq \pi$,
where $c_{2}=c^{\prime} \epsilon$ with $c^{\prime}>0$ an absolute constant and $c_{1}=c^{\prime \prime} 8^{j}$ with $c^{\prime \prime}>0$ depending only on $\alpha, \beta$, and $\epsilon$.
2. In one-dimensional case, various important, weighted polynomial inequalities, such as Bernstein, Marcinkiewicz-Zygmund, Nikolskii, Schur, Remez, etc, have been proved under the doubling condition or the slightly stronger $A_{\infty}$ condition on the weights in the pioneering work of Mastroianni and Totik [59]. Most of these weighted inequalities of [59] hold for $0<p<1$ as well, as observed by Erdélyi [41]. Weighted Markov-Berntein-type inequalities for trigonometric polynomials with respect to doubling weights on a finite interval were established in [42].
3. A good reference for polynomial inequalities is [8]. For polynomial approximation with doubling weights, we refer to $[58],[60]$ and $[\mathbf{1 3}]$. For orthogonal polynomials with doubling weights, we refer to [61].
4. For positive cubature formulas and MZ inequalities on unweighted sphere $\mathbb{S}^{d-1}$, we refer to $[\mathbf{5 6}, \mathbf{6 4}, \mathbf{1 0}]$. For local MZ inequalities and cubature formulas on the sphere, we refer to $[57,21]$.
5. Most of the weighted results in the third, the fourth, the sixth and the seventh sections were proved in [12]. In the unweighted case, the maximal function in the second section was introduced and studied in $[\mathbf{1 4}]$.
6 The proof of the Remez inequality (Theorem 7.1 ) follows the ideas of [59], and [40]. It was shown by Mastroianni and Totik [59] that weighted Remez type inequality, in general, does not hold for general doubling weights.
6. Weighted polynomial inequalities on the unit ball $\mathbb{B}^{d}:=\left\{x \in \mathbb{R}^{d}:\|x\| \leq\right.$ $1\}$ can be deduced from the corresponding inequalities on the sphere (see $[\mathbf{1 2}])$. To be precise, let $\rho$ denote the following metric defined on $\mathbb{B}^{d}$ :

$$
\rho(x, y)=\sqrt{\|x-y\|^{2}+\left(\sqrt{1-\|x\|^{2}}-\sqrt{1-\|y\|^{2}}\right)^{2}}, \quad \text { for } x, y \in \mathbb{B}^{d} .
$$

Set

$$
B_{\rho}(x, r)=\left\{y \in \mathbb{B}^{d}: \quad \rho(x, y) \leq r\right\}, \quad r>0, \quad x \in \mathbb{B}^{d}
$$

A weight function $w$ on $\mathbb{B}^{d}$ is said to be a doubling weight if

$$
\int_{B_{\rho}(x, 2 r)} w(y) d y \leq L \int_{B_{\rho}(x, r)} w(y) d y, \quad x \in \mathbb{B}^{d}, \quad r>0
$$

An $A_{\infty}$-weight on $\mathbb{B}^{d}$ can be defined likewise. All the classical weights of the form

$$
\begin{equation*}
w_{\alpha}(x)=\left|x_{1}\right|^{\alpha_{1}} \cdots\left|x_{d}\right|^{\alpha_{d}}\left(1-|x|^{2}\right)^{\alpha_{d+1}-\frac{1}{2}}, \quad x \in \mathbb{B}^{d} \tag{1.92}
\end{equation*}
$$

with $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}, \alpha_{d+1}\right), \alpha_{i} \geq 0,1 \leq i \leq d+1$, have the $A_{\infty}$-property on $\mathbb{B}^{d}$. Connections between doubling weights (resp. $A_{\infty}$ weights) on the unit ball and doubling weights (resp. $A_{\infty}$ weights) on the sphere can be found in $[\mathbf{2 2}]$. We denote by $\Pi_{n}\left(\mathbb{B}^{d}\right)$ the space of all real algebraic
polynomials on $\mathbb{B}^{d}$ of degree $\leq n$. The following weighted inequalities were proved in [12]:
Theorem 8.1. (MZ inequality) Given a doubling weight $w$ on $\mathbb{B}^{d}$, there exists a positive constant $\gamma \equiv \gamma_{d, L_{w}}$ with the following property: If $\Lambda$ is a maximal $\frac{\delta}{n}$ separated subset of $\mathbb{B}^{d}$ (with respect to the metric $\rho$ ) with $0<\delta<\gamma$, then there exists a sequence of positive numbers $\left\{\lambda_{\omega}: \omega \in \Lambda\right\}$ such that $\lambda_{\omega} \sim \int_{B_{\rho}\left(\omega, \frac{\delta}{n}\right)} w(y) d y$, and for any $f \in \Pi_{2 n}\left(\mathbb{B}^{d}\right)$,

$$
\int_{\mathbb{B}^{d}} f(x) w(x) d x=\sum_{\omega \in \Lambda} \lambda_{\omega} f(\omega)
$$

and moreover, for $f \in \Pi_{n}^{d}$ and $0<p<\infty$,

$$
\int_{\mathbb{B}^{d}}|f(x)|^{p} w(x) d x \sim \sum_{\omega \in \Lambda}|f(\omega)|^{p}\left(\int_{B_{\rho}\left(\omega, \frac{\delta}{n}\right)} w(y) d y\right),
$$

where the constants of equivalence depend only on d, the doubling constant of $w$ and $p$.

Theorem 8.2. (Bernstein inequality) If $w$ is a doubling weight on $\mathbb{B}^{d}$ and $0<p<\infty$, then for all $f \in \Pi_{n}\left(\mathbb{B}^{d}\right)$,

$$
\left(\int_{\mathbb{B}^{d}}(\varphi(|x|))^{|\alpha| p}\left|D^{\alpha} f(x)\right|^{p} w(x) d x\right)^{\frac{1}{p}} \leq C n^{|\alpha|}\left(\int_{\mathbb{B}^{d}}|f(x)|^{p} w(x) d x\right)^{\frac{1}{p}}
$$

where $\varphi(t)=\sqrt{1-t^{2}}, \alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{d}\right) \in \mathbb{Z}_{+}^{d}, D^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{d}}\right)^{\alpha_{d}}$, and $|\alpha|=\sum_{j=1}^{d} \alpha_{j}$.

Theorem 8.3. (Remez inequality) If $w$ is an $A_{\infty}$ weight on $\mathbb{B}^{d}, 0<p<\infty$, $E \subset \mathbb{B}^{d}$, and $|E|=\left(\frac{A}{n}\right)^{d} \leq \frac{1}{2}\left|\mathbb{B}^{d}\right|$ for some $A>0$, then for any $f \in \Pi_{n}\left(\mathbb{B}^{d}\right)$,

$$
\int_{\mathbb{B}^{d}}|f(x)|^{p} w(x) d x \leq C^{\sqrt{n A}+1} \int_{\mathbb{B}^{d} \backslash E}|f(x)|^{p} w(x) d x .
$$

## CHAPTER 2

# Marcinkiewicz multiplier theorem for h-spherical harmonic expansions on $\mathbb{S}^{d-1}$ 

## 1. Introduction

Given a nonzero vector $\alpha \in \mathbb{R}^{d}$, we denote by $\sigma_{\alpha}$ the reflection with respect to the hyperplane perpendicular to $\alpha$; that is, $\sigma_{\alpha} x=x-2\left(\langle x, \alpha\rangle /\|\alpha\|^{2}\right) \alpha$ for all $x \in \mathbb{R}^{d}$. A reduced root system in $\mathbb{R}^{d}$ is a finite subset $R$ of $\mathbb{R}^{d} \backslash\{0\}$ with the properties $\sigma_{\alpha} R=R$ and $R \cap\{t \alpha: t \in \mathbb{R}\}=\{ \pm \alpha\}$ for all $\alpha \in R$.

Let $R$ be a reduced root system in $\mathbb{R}^{d}$ normalized so that $\langle\alpha, \alpha\rangle=2$ for all $\alpha \in R$. Let $G$ denote the finite subgroup of the orthogonal group $O(d)$ generated by the reflections $\sigma_{\alpha}, \alpha \in R$. Let $\kappa: R \rightarrow \mathbb{R}_{+}$be a nonnegative multiplicity function on $R$ with the property $\kappa(g \alpha)=\kappa(\alpha)$ for all $\alpha \in R$ and $g \in G$. Associated with the reflection group $G$ and the function $\kappa$ is the weight function $h_{\kappa}$ defined by

$$
\begin{equation*}
h_{\kappa}(x):=\prod_{\alpha \in R_{+}}|\langle x, \alpha\rangle|^{\kappa(\alpha)}, \quad x \in \mathbb{R}^{d}, \tag{2.1}
\end{equation*}
$$

where $R_{+}$is an arbitrary but fixed positive subsystem of $R$. The function $h_{\kappa}$ is a homogeneous function of degree $\gamma_{\kappa}:=\sum_{\alpha \in R_{+}} \kappa(\alpha)$, and is invariant under the reflection group $G$. From now on, we shall set $\lambda_{\kappa}=\frac{d-2}{2}+\gamma_{\kappa}$.

The Dunkl operators associated with $G$ and $\kappa$ are defined by

$$
\begin{equation*}
\mathcal{D}_{\kappa, i} f(x)=\partial_{i} f(x)+\sum_{\alpha \in R_{+}} \kappa(\alpha) \frac{f(x)-f(\sigma(\alpha) x)}{\langle x, \alpha\rangle}\left\langle\alpha, e_{i}\right\rangle, \quad 1 \leq i \leq d, \tag{2.2}
\end{equation*}
$$

where $e_{1}=(1,0, \cdots, 0), \cdots, e_{d}=(0, \cdots, 0,1)$ are the standard unit vectors of $\mathbb{R}^{d}$. Those operators mutually commute, and map $\mathcal{P}_{n}^{d}$ to $\mathcal{P}_{n-1}^{d}$, where $\mathcal{P}_{n}^{d}$ is the space of homogeneous polynomials of degree $n$ in $d$ variables. We denote by $\Pi^{d}:=\Pi\left(\mathbb{R}^{d}\right)$ the $\mathbb{C}$-algebra of polynomial functions on $\mathbb{R}^{d}$. An important result in Dunkl theory states that there exists a linear operator $V_{\kappa}: \Pi^{d} \rightarrow \Pi^{d}$ determined uniquely by

$$
\begin{equation*}
V_{\kappa}\left(\mathcal{P}_{n}^{d}\right) \subset \mathcal{P}_{n}^{d}, \quad V_{\kappa}(1)=1, \quad \text { and } \mathcal{D}_{\kappa, i} V_{\kappa}=V_{\kappa} \partial_{i}, \quad 1 \leq i \leq d \tag{2.3}
\end{equation*}
$$

Such an operator is called the Dunkl intertwining operator. We have the following important result of Rösler [72] on the Dunkl intertwining operator:

Lemma 1.1. [72, Th. 1.2 and Cor. 5.3] For every $x \in \mathbb{R}^{d}$, there exists a unique probability measure $\mu_{x}^{\kappa}$ on the Borel $\sigma$-algebra of $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
V_{\kappa} P(x)=\int_{\mathbb{R}^{d}} P(\xi) d \mu_{x}^{\kappa}(\xi), \quad P \in \Pi^{d} \tag{2.4}
\end{equation*}
$$

Furthermore, the representing measures $\mu_{x}^{\kappa}$ are compactly supported in the convex hull $C(x):=\operatorname{co}\{g x: g \in G\}$ of the orbit of $x$ under $G$, and satisfy

$$
\begin{equation*}
\mu_{r x}^{\kappa}(E)=\mu_{x}^{\kappa}\left(r^{-1} E\right), \quad \text { and } \mu_{g x}^{\kappa}(E)=\mu_{x}^{\kappa}\left(g^{-1} E\right) \tag{2.5}
\end{equation*}
$$

for all $r>0, g \in G$ and each Borel subset $E$ of $\mathbb{R}^{d}$.

In particular, the above lemma asserts that the intertwining operator $V_{\kappa}$ is positive. By means of (2.4), $V_{\kappa}$ can be extended to the space $C\left(\mathbb{R}^{d}\right)$ of continuous functions on $\mathbb{R}^{d}$. We denote this extension by $V_{\kappa}$ again.

Let $\mathbb{S}^{d-1}=\left\{x \in \mathbb{R}^{d}:\|x\|=1\right\}$ denote the unit sphere of $\mathbb{R}^{d}$ equipped with the usual Lebesgue measure $d \sigma(x)$. For the weight function $h_{\kappa}$ given in (4.1), we consider the weighted Lebesgue space $L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ of functions on $\mathbb{S}^{d-1}$ endowed with the finite norm

$$
\|f\|_{L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)} \equiv\|f\|_{\kappa, p}:=\left(\int_{\mathbb{S}^{d-1}}|f(y)|^{p} h_{\kappa}^{2}(y) d \sigma(y)\right)^{1 / p}, \quad 1 \leq p<\infty
$$

and for $p=\infty$ we assume that $L^{\infty}$ is replaced by $C\left(\mathbb{S}^{d-1}\right)$, the space of continuous functions on $\mathbb{S}^{d-1}$ with the usual uniform norm $\|f\|_{\infty}$.

A homogeneous polynomial is called an $h$-harmonic if it is orthogonal to all polynomials of lower degree with respect to the inner product of $L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$. We denote by $\mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ denote the space of all real $h$-harmonics of degree $n$. Thus, $\mathcal{H}_{0}^{d}\left(h_{\kappa}^{2}\right)$ is the space of constant functions on $\mathbb{S}^{d-1}$, and for $n \in \mathbb{N}, \mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ is the orthogonal complement of $\Pi_{n-1}^{d}$ in the space $\Pi_{n}^{d}$ with respect to the inner product

$$
\langle f, g\rangle_{L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)}:=\int_{\mathbb{S}^{d-1}} f(x) g(x) h_{\kappa}^{2}(x) d \sigma(x) .
$$

Let $\operatorname{proj}_{n}^{\kappa}: L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right) \rightarrow \mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ denote the orthogonal projection operator. The projection $\operatorname{proj}_{n}^{\kappa}$ has an integral representation

$$
\begin{equation*}
\operatorname{proj}_{n}^{\kappa} f(x):=\int_{\mathbb{S}^{d-1}} f(y) P_{n}^{\kappa}(x, y) h_{\kappa}^{2}(y) d \sigma(y), x \in \mathbb{S}^{d-1} \tag{2.6}
\end{equation*}
$$

where $P_{n}^{\kappa}(x, y)$ is the reproducing kernel of $\mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$; that is, if $\left\{Y_{n, j}\right\}_{j=1}^{m_{n}}$ is an orthonormal basis in $\mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$, then

$$
P_{n}^{\kappa}(x, y)=\sum_{j=1}^{m_{n}} Y_{n, j}(x) Y_{n, j}(y), \quad x, y \in \mathbb{S}^{d-1}
$$

A remarkable fact in the theory of h-spherical harmonics is that $P_{n}^{\kappa}(x, y)$ has a compact representation in terms of the Dunkl interwining operator $V_{\kappa}$ :

$$
\begin{equation*}
P_{n}^{\kappa}(x, y)=\frac{n+\lambda_{k}}{\lambda_{\kappa}} V_{\kappa}\left[C_{n}^{\lambda_{k}}(\langle x, \cdot\rangle)\right](y), \quad x, y \in \mathbb{S}^{d-1} \tag{2.7}
\end{equation*}
$$

with $\lambda_{\kappa}:=\gamma_{\kappa}+\frac{d-2}{2}$. Here $C_{n}^{\lambda}$ denotes the standard Gegenbauer polynomial of degree $n$ and index $\lambda$. By means of (4.6) and (4.7), the projection $\operatorname{proj}_{n}^{\kappa} f$ can be extended to all $f \in L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$.

Our main goal in this chapter is to show the following Marcinkiewicz type multiplier theorem for h -spherical harmonic expansions:

Theorem 1.2. Let $\left\{\mu_{j}\right\}_{j=0}^{\infty}$ be a sequence of real numbers that satisfies
(i) $\sup _{j}\left|\mu_{j}\right| \leq c<\infty$,
(ii) $\sup _{j \geq 1} 2^{j(r-1)} \sum_{l=2^{j}}^{2^{j+1}}\left|\Delta^{r} \mu_{l}\right| \leq c<\infty$, with $r$ being the smallest integer $\geq \lambda_{\kappa}+1$, where $\triangle \mu_{l}=\mu_{l}-\mu_{l+1}$ and $\triangle^{j+1} \mu_{l}=\triangle^{j} \mu_{l}-\triangle^{j} \mu_{l+1}$. Then $\left\{\mu_{j}\right\}$ defines an $L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ multiplier for all $1<p<\infty$; that is,

$$
\left\|\sum_{j=0}^{\infty} \mu_{j} \operatorname{proj}_{j}^{\kappa} f\right\|_{\kappa, p} \leq A_{p} c\|f\|_{\kappa, p}, \quad 1<p<\infty
$$

where $A_{p}$ is independent of $\left\{\mu_{j}\right\}$ and $f$.

We organize this chapter as follows. In section 2, we collect two general results on semigroups of operators on spaces of homogeneous type: the Hopf-DunfordSchwartz ergodic theorem, and the Stein theorem on Littlewood-Paley functions. These general theorems will play fundamental roles in Section 4, where weighted Littlewood-Paley theory on the sphere are developed. In Section 3, we establish several useful results on $h$-spherical harmonic analysis. Various properties of Cesàro means, Poisson integrals and the maximal functions of Yuan Xu are given in Section 3. After that, in Section 4, we introduce three useful Littlewood-Paley functions on the sphere, and their equivalence in weighted $L^{p}$-norm is established. Section 5 is devoted to the proof of Theorem 2.2. The Littlewood-Paley theory on the sphere developed in Section 4, and the results on h-spherical harmonic analysis proved in Section 3 will play crucial roles in this section.

## 2. Analysis on homogeneous spaces

Both the Euclidean space $\mathbb{R}^{d}$ and the sphere $\mathbb{S}^{d-1}$ are homogeneous spaces. We start with the definition of homogeneous spaces in general.

Definition 2.1. A homogeneous space is a measure space $(X, \mu, \rho)$ with a positive measure $\mu$ and a metric $\rho$ such that all open balls $B(x, r):=\{y \in X$ : $\rho(x, y)<r\}$ are measurable, and $\mu$ is a regular measure satisfying the doubling property

$$
\begin{equation*}
\mu(B(x, 2 r)) \leq C \mu(B(x, r)), \quad \forall x \in X, \quad \forall r>0 \tag{2.8}
\end{equation*}
$$

where $C$ is independent of $x$ and $r$. The least constant $C$ in (2.8) is called the doubling constant, and is referred to as the geometric constant of the space.

Most of the measures in analysis satisfy the doubling condition. In the rest of this section, we assume that $(X, \mu, \rho)$ is a fixed homogeneous space and state several results without proof. Our main reference for this section is [76], where the full proof can be found.

In this section, we shall state with two general results on semi-groups of operators without proofs. The definition of such operators is given in $[\mathbf{7 8}$, p. 2]:

Definition 2.2. Let $(X, \mu)$ be a measure space with a positive measure $\mu$. A family of operators $\left\{T_{t}\right\}_{t \geq 0}$ is said to form a symmetric diffusion semi-group if

$$
T^{t_{1}} T^{t_{2}}=T^{t_{1}+t_{2}}, \quad T^{0}=i d
$$

and it satisfies the following assumptions:
(i) $T^{t}$ are contractions on $L^{p}(X, \mu)$, i.e., $\left\|T^{t} f\right\|_{p} \leq\|f\|_{p}, 1 \leq p \leq \infty$;
(ii) $T^{t}$ are symmetric, i.e., each $T^{t}$ is self-adjoint on $L^{2}(M, d \mu)$;
(iii) $T^{t}$ are positive preserving, i.e., $T^{t} f \geq 0$ if $f \geq 0$;
(iv) $T^{t} f_{0}=f_{0}$ if $f_{0}(x)=1$.

Theorem 2.3. Suppose that $\left\|T^{t} f\right\|_{p} \leq\|f\|_{p}$ for all $f \in L^{p}(X, \mu)$ and for each $1 \leq p \leq \infty$. Then the function

$$
M f(x)=\sup _{s \geq 0}\left(\frac{1}{s} \int_{0}^{s} T^{t} f(x) d t\right)
$$

satisfies the inequalities
(a) $\|M f\|_{p} \leq c_{p}\|f\|_{p}$ for each $p$ with $1<p \leq \infty$;
(b) $\mu(\{x \in X: M f(x)>\alpha\}) \leq(c / \alpha)\|f\|_{1}$ for each $\alpha>0$ and $f \in L^{1}(X, \mu)$, where $c$ is independent of $f$ and $\alpha$.

This statement in $[\mathbf{7 8}$, p. 48] and it is a special case of the Hopf-DunfordSchwartz ergodic theorem.

Given $f \in L^{p}(X, \mu)$, its Littlewood-Paley function in terms of $\left\{T^{t}\right\}$ is defined by

$$
\begin{equation*}
\widetilde{g}(f):=\left(\int_{0}^{\infty} t\left|\frac{\partial}{\partial t} T^{t} f\right|^{2} d t\right)^{\frac{1}{2}} \tag{2.9}
\end{equation*}
$$

The following theorem is due to Stein [78, Theorem 10, p. 111]:
Theorem 2.4. For $f \in L^{p}(d \mu), 1<p<\infty$,

$$
c_{p}^{-1}\|f\|_{L^{p}(d \mu)} \leq\|\widetilde{g}(f)\|_{L^{p}(d \mu)} \leq c_{p}\|f\|_{L^{p}(d \mu)},
$$

where the first inequality holds under the additional assumption $\int_{X} f d \mu=0$ and the constant $C_{p}$ is independent of $f$.

## 3. $h$-spherical harmonic analysis

We start with the following important formula of Yuan Xu [95]:
Proposition 3.1. For a continuous function $g: \mathbb{B}^{d} \mapsto \mathbb{R}$,

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}} V_{\kappa} g(x) h_{\kappa}^{2}(x) d \sigma(x)=b_{\kappa} \int_{\mathbb{B}^{d}} g(x)\left(1-\|x\|^{2}\right)^{|\kappa|-1} d x \tag{2.10}
\end{equation*}
$$

where $b_{\kappa}$ is a constant such that the above equation holds when $g=1$.
Proof. We give a different proof here. Firstly, we show that (2.10) holds whenever $g: \mathbb{B}^{d} \rightarrow \mathbb{R}$ is of the form $g(x)=p(\langle x, y\rangle)$ for some polynomial $p:[-1,1] \rightarrow \mathbb{R}$ and $y \in \mathbb{S}^{d-1}$. Indeed, if $p$ is an algebraic polynomial of degree $n$ on $[-1,1]$, then it can be expanded in terms of Gegenbauer polynomials:

$$
p(t)=\sum_{j=0}^{n} a_{j, p} \frac{\lambda_{\kappa}+j}{\lambda_{\kappa}} C_{j}^{\lambda_{\kappa}}(t), \quad t \in[-1,1],
$$

hence

$$
V_{\kappa}[p(\langle\cdot, y\rangle)](x)=\sum_{j=0}^{n} a_{j, p} \frac{\lambda_{\kappa}+j}{\lambda_{\kappa}} V_{\kappa}\left[C_{j}^{\lambda_{\kappa}}(\langle\cdot, y\rangle)\right](x), \quad x, y \in \mathbb{S}^{d-1}
$$

Recall that $V_{\kappa}\left[C_{j}^{\lambda_{\kappa}}(\langle\cdot, y\rangle)\right] \in \mathcal{H}_{j}^{d}\left(h_{\kappa}^{2}\right)$ for each $j$ and each fixed $y \in \mathbb{S}^{d-1}$, and that the spaces $\mathcal{H}_{j}^{d}\left(h_{\kappa}^{2}\right), j \geq 1$ are orthogonal to $\mathcal{H}_{0}^{d}\left(h_{\kappa}^{2}\right)$ (consisting of constant functions) in $L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$. Thus,

$$
\begin{aligned}
\int_{\mathbb{S}^{d-1}} V_{\kappa}[p(\langle\cdot, y\rangle)](x) h_{\kappa}^{2}(x) d \sigma(x) & =a_{0, p} \int_{\mathbb{S}^{d-1}} V_{\kappa}\left[C_{0}^{\lambda_{\kappa}}(\langle\cdot, y\rangle)\right](x) h_{\kappa}^{2}(x) d \sigma(x)=c_{\kappa}^{\prime} a_{0} \\
& =c_{\kappa}^{\prime} \int_{-1}^{1} p(t)\left(1-t^{2}\right)^{\lambda_{\kappa}-\frac{1}{2}} d t, \quad \forall y \in \mathbb{S}^{d-1}
\end{aligned}
$$

On the other hand, however, for $y \in \mathbb{S}^{d-1}$,

$$
\begin{aligned}
\int_{\mathbb{B}^{d}} p(\langle x, y\rangle)\left(1-\|x\|^{2}\right)^{|\kappa|-1} d x & =\int_{\mathbb{B}^{d}} p\left(x_{1}\right)\left(1-\|x\|^{2}\right)^{|\kappa|-1} d x \\
& =c_{d} \int_{-1}^{1} p(t)\left(1-t^{2}\right)^{|\kappa|-1+\frac{d-1}{2}} d t \\
& =c_{d} \int_{-1}^{1} p(t)\left(1-t^{2}\right)^{\lambda_{\kappa}-\frac{1}{2}} d t .
\end{aligned}
$$

Thus, we obtain the desired result in this case.
Secondly, we claim that if $g$ is a polynomial of degree $m$ on $\mathbb{B}^{d}$, then it can be written in the form

$$
\begin{equation*}
g(x)=\sum_{j=1}^{r_{m}} p_{j}\left(\left\langle x, \xi_{j}\right\rangle\right) \tag{2.11}
\end{equation*}
$$

for some suitably chosen polynomials $p_{j}:[-1,1] \rightarrow \mathbb{R}$ and points $\xi_{j} \in \mathbb{S}^{d-1}$, where $r_{m}:=\binom{m+d-1}{d-1}$. By linearity, this will imply that (2.10) holds for all polynomials $g$ on $\mathbb{B}^{d}$, which, by the bounded convergence theorem, will further imply that (2.10) holds for all continuous functions $g \in C\left(\mathbb{B}^{d}\right)$.

To show (2.11), we let $\mathcal{P}_{m}^{d}$ denote the space of all real homogeneous polynomials of degree $m$ on $\mathbb{R}^{d}$. endowed with the following inner product: for $f(x)=$ $\sum_{|\alpha|=m} a_{\alpha} x^{\alpha}$ and $g(x)=\sum_{|\alpha|=m} b_{\alpha} x^{\alpha} \in \mathcal{P}_{m}^{d}$,

$$
\langle f, g\rangle_{\mathcal{P}_{m}^{d}}:=f(\partial) g=\sum_{|\alpha|=m} a_{\alpha} b_{\alpha} \alpha!
$$

where $\alpha!=\alpha_{1}!\alpha_{2}!\cdots \alpha_{d}!$. Then $r_{m}=\operatorname{dim} \mathcal{P}_{m}^{d}$, and there exist $\xi_{m, 1}, \cdots, \xi_{m, r_{m}} \in$ $\mathbb{S}^{d-1}$ such that for $f \in \mathcal{P}_{m}^{d}$,

$$
\begin{equation*}
f\left(\xi_{m, j}\right)=0 \text { for all } 1 \leq j \leq r_{m} \text { if and only if } f=0 \tag{2.12}
\end{equation*}
$$

For convenience, we set $f_{m, j}(x):=\left(x \cdot \xi_{m, j}\right)^{m}$ for $1 \leq j \leq r_{m}$, where $x \cdot y$ denotes the Euclidean dot product of $x, y \in \mathbb{R}^{d}$. Then

$$
f_{m, j}(x)=\sum_{|\alpha|=m} \frac{m!}{\alpha!} x^{\alpha} \xi_{m, j}^{\alpha} \in \mathcal{P}_{m}^{d}
$$

and hence, for each $f(x)=\sum_{|\alpha|=m} a_{\alpha} x^{\alpha} \in \mathcal{P}_{m}^{d}$,

$$
\left\langle f_{m, j}, f\right\rangle_{\mathcal{P}_{m}^{d}}=m!\sum_{|\alpha|=m} a_{\alpha} \xi_{m, j}^{\alpha}=m!f\left(\xi_{m, j}\right)
$$

This together with (2.12) implies that for $f \in \mathcal{P}_{m}^{d}$,

$$
\left\langle f_{m, j}, f\right\rangle_{\mathcal{P}_{m}^{d}}=0 \text { for all } 1 \leq j \leq r_{m} \text { if and only if } f=0
$$

Thus,

$$
\mathcal{P}_{m}^{d}=\operatorname{span}\left\{\left(x \cdot \xi_{m, j}\right)^{m}: \quad 1 \leq j \leq r_{m}\right\}
$$

To complete the proof of (2.11), it suffices to show that

$$
\begin{equation*}
\mathcal{P}_{n}^{d}=\operatorname{span}\left\{\left(x \cdot \xi_{m, j}\right)^{n}: \quad 1 \leq j \leq r_{m}\right\}, \text { for all } 0 \leq n \leq m \tag{2.13}
\end{equation*}
$$

Indeed, setting $f_{m, n, j}(x)=\left(x \cdot \xi_{m, j}\right)^{n}$, we have, for any $f \in \mathcal{P}_{n}^{d}$,

$$
\left\langle f, f_{m, n, j}\right\rangle_{\mathcal{P}_{n}^{d}}=n!f\left(\xi_{m, j}\right) \text { for all } 1 \leq j \leq r_{m}
$$

Note that if $n \leq m$ then $f g \in \mathcal{P}_{m}^{d}$ for any $g \in \mathcal{P}_{m-n}^{d}$. Thus, using (2.12), we conclude that if $n \leq m$, and $\left\langle f, f_{m, n, j}\right\rangle_{\mathcal{P}_{n}^{d}}=0$ for all $1 \leq j \leq r_{m}$, then $f g=0$ for all $g \in \mathcal{P}_{m-n}^{d}$, and hence $f=0$. This proves the desired equation (2.13).

Using Proposition 3.1 and positivity of $V_{\kappa}$, we have, for any $g \in C\left(\mathbb{B}^{d}\right)$,

$$
\left\|V_{\kappa} g\right\|_{L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)} \leq b_{\kappa} \int_{\mathbb{B}^{d}}|g(x)|\left(1-\|x\|^{2}\right)^{|\kappa|-1} d x \equiv b_{\kappa}\|g\|_{L^{1}\left(\left(1-\|x\|^{2}\right)^{|\kappa|-1} ; \mathbb{B}^{d}\right)}
$$

This last equation allows us to extend $V_{\kappa}$ to a positive, bounded operator from $L^{1}\left(\left(1-\|x\|^{2}\right)^{|\kappa|-1} ; \mathbb{B}^{d}\right)$ to $L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ so that $(2.10)$ holds for all $g \in L^{1}((1-$ $\left.\left.\|x\|^{2}\right|^{|\kappa|-1} ; \mathbb{B}^{d}\right)$. In particular, we have the following useful corollary:

Corollary 3.2. If $p:[-1,1] \rightarrow \mathbb{R}$ satisfies $\int_{-1}^{1}|g(t)|\left(1-t^{2}\right)^{\lambda_{\kappa}-\frac{1}{2}} d t<\infty$, then

$$
\int_{\mathbb{S}^{d-1}} V_{\kappa}\left[p(\langle\cdot, y)](x) h_{\kappa}^{2}(x) d \sigma(x)=b_{\kappa}^{\prime} \int_{-1}^{1} g(t)\left(1-t^{2}\right)^{\lambda_{\kappa}-\frac{1}{2}} d t\right.
$$

For simplicity, we set $w_{\lambda_{\kappa}}(t)=\left(1-t^{2}\right)^{\lambda_{k}-\frac{1}{2}}$ for $t \in[-1,1]$, and denote by $L^{1}\left(w_{\lambda_{\kappa}} ;[-1,1]\right)$ denote the weighted Lebesgue space of functions $f:[-1,1] \rightarrow \mathbb{R}$ with $\int_{-1}^{1}|f(t)| w_{\lambda_{\kappa}}(t) d t<\infty$. Corollary 3.2 allows us to introduce the following definition of convolutions:

Definition 3.3. [107] For $f \in L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ and $g \in L^{1}\left(w_{\lambda_{\kappa}} ;[-1,1]\right)$, define

$$
\begin{equation*}
f \star_{\kappa} g(x):=a_{\kappa} \int_{\mathbb{S}^{d-1}} f(y) V_{\kappa}[g(\langle x, \cdot\rangle)](y) h_{\kappa}^{2}(y) d \sigma(y) \tag{2.14}
\end{equation*}
$$

where $a_{\kappa}$ is chosen so that $a_{\kappa} \int_{\mathbb{S}^{d-1}} h_{\kappa}^{2}(y) d \sigma(y)=1$.
This convolution satisfies the usual Young's inequality, which is a simple consequence of Corollary 3.2 and the Riesz-Thorin interpolation theorem.

Proposition 3.4. [107] If $p, q, r \geq 1$ and $p^{-1}=r^{-1}+q^{-1}-1$, then for $f \in L^{q}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ and $g \in L^{r}\left(w_{\lambda_{\kappa}} ;[-1,1]\right)$,

$$
\left\|f \star_{\kappa} g\right\|_{k, p} \leq\|f\|_{k, q}\|g\|_{w_{\lambda_{\kappa}}, r} .
$$

Definition 3.5. [38] For $f \in L^{1}\left(h_{\kappa}^{2}, \mathbb{S}^{d-1}\right)$, the Poisson integral of $f$ is defined by

$$
\begin{equation*}
P_{r}^{\kappa} f(\xi):=\frac{1}{\omega_{d}^{\kappa}} \int_{\mathbb{S}^{d-1}} f(y) P_{r}^{\kappa}(\xi, y) h_{\kappa}^{2}(y) d \sigma(y), \quad \xi \in \mathbb{S}^{d-1} \tag{2.15}
\end{equation*}
$$

where the kernel $P_{r}^{\kappa}(x, \cdot)$ is given by, for $0<r<1$,

$$
\begin{equation*}
P_{r}^{\kappa}(x, y):=V_{\kappa}\left[\frac{1-r^{2}}{\left(1-2 r\langle\cdot, y\rangle+r^{2}\right)^{\lambda_{\kappa}+1}}\right](x) \tag{2.16}
\end{equation*}
$$

Lemma 3.6. [38] For $0<r<1$, the Poisson kernel satisfies the following properties:
(1) For $x, y \in \mathbb{S}^{d-1}, P_{r}^{\kappa}(x, y)=\sum_{n=0}^{\infty} r^{n} \frac{n+\lambda_{\kappa}}{\lambda_{\kappa}} V_{\kappa}\left[C_{n}^{\lambda_{\kappa}}(\langle x, \cdot\rangle)\right](y)$;
(2) $P_{r}^{\kappa} f=\sum_{n=0}^{\infty} r^{n} \operatorname{proj}_{n}^{\kappa} f$;
(3) $P_{r}^{\kappa}(x, y) \geq 0$ and $\frac{1}{\omega_{d}^{\kappa}} \int_{\mathbb{S}^{d-1}} P_{r}^{\kappa}(x, y) h_{\kappa}^{2}(y) d \sigma(y)=1$.

We define

$$
\mathrm{b}(x, \theta):=\{y:\langle x, y\rangle \geq \cos \theta\}, \quad x \in \mathbb{S}^{d-1}, \quad 0 \leq \theta \leq \pi .
$$

Let $\chi_{E}$ denote the characteristic function of the set $E$. The following maximal function was introduced by Yuan $\mathrm{Xu}[105]$ :

Definition 3.7. [105] For $f \in L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$, define the maximal function

$$
\begin{align*}
\mathcal{M}_{\kappa} f(x) & =\sup _{0<\theta \leq \pi} \frac{\int_{\mathbb{S}^{d-1}}|f(y)| V_{\kappa}\left[\chi_{\mathrm{b}}(x, \theta)\right](y) h_{\kappa}^{2}(y) d \sigma(y)}{\int_{\mathbb{S}^{d-1}} V_{\kappa}\left[\chi_{\mathrm{b}}(x, \theta)\right](y) h_{\kappa}^{2}(y) d \sigma(y)}  \tag{2.17}\\
& =\sup _{0<\theta \leq \pi} \frac{\left(|f| *_{\kappa} \chi_{[\cos \theta, 1]}\right)(x)}{c_{\lambda_{\kappa}} \int_{0}^{\theta}(\sin \phi)^{2 \lambda_{\kappa}} d \phi} .
\end{align*}
$$

This maximal function can be used to study the $h$-harmonic expansions, since we can often prove $\left|\left(f \star_{\kappa} g\right)(x)\right| \leq c \mathcal{M}_{\kappa} f(x)$. Using Corollary 3.2 leads to

$$
\begin{equation*}
\int_{\mathbb{S}^{d-1}} V_{\kappa}\left[\chi_{[\cos \theta, 1]}(\langle x, \cdot\rangle)\right](y) h_{\kappa}^{2}(y) d \sigma(y)=\int_{0}^{\theta}(\sin \phi)^{2 \lambda_{\kappa}} d \phi \sim \theta^{2 \lambda_{\kappa}+1} \tag{2.18}
\end{equation*}
$$

To state the weak type inequality, we define, for any measurable subset $E$ of $\mathbb{S}^{d-1}$, the measure with respect to $h_{\kappa}^{2}$ as

$$
\operatorname{meas}_{\kappa} E:=\int_{E} h_{\kappa}^{2}(y) d \sigma(y) .
$$

The following estimates of $\mathcal{M}_{\kappa} f$ was proved in [24]:

Theorem 3.8. If $f \in L^{1}\left(h_{\kappa}^{2}, \mathbb{S}^{d-1}\right)$, then $\mathcal{M}_{\kappa} f$ satisfies

$$
\begin{equation*}
\operatorname{meas}_{\kappa}\left\{x: \mathcal{M}_{\kappa} f(x) \geq \alpha\right\} \leq c \frac{\|f\|_{\kappa, 1}}{\alpha}, \quad \forall \alpha>0 \tag{2.19}
\end{equation*}
$$

Furthermore, if $f \in L^{p}\left(h_{\kappa}^{2}, \mathbb{S}^{d-1}\right)$ for $1<p \leq \infty$, then $\left\|\mathcal{M}_{k} f\right\|_{\kappa, p} \leq c\|f\|_{\kappa, p}$.
In order to prove Theorem 3.8, we use Theorem 2.3. Recall that $P_{r}^{\kappa}$ denotes the Poisson integral. By Lemma 3.6, it is easy to verify that $T^{t}:=P_{r}^{\kappa} f$ with $r=e^{-t}$ satisfies all requirements in the definition. We will need another semi-group, which is the discrete analog of the heat operator,

$$
\begin{equation*}
H_{t}^{\kappa} f:=f *_{\kappa} q_{t}^{\kappa}, \quad q_{t}^{\kappa}(s):=\sum_{n=0}^{\infty} e^{-n\left(n+2 \lambda_{\kappa}\right) t} \frac{n+\lambda_{\kappa}}{\lambda_{\kappa}} C_{n}^{\lambda_{\kappa}}(s) \tag{2.20}
\end{equation*}
$$

Lemma 3.9. The family of operators $\left\{H_{\kappa}^{t}\right\}$ is a symmetric diffusion semi-group.
Proof. The kernel $q_{t}^{\kappa}$ is known to be nonnegative [48], from which it follows immediately that $H_{\kappa}^{t}$ are positive and that $\left\|q_{t}^{\kappa}\right\|_{\lambda, 1}=1$ by the orthogonality of the Gegenbauer polynomials. Hence, by Young's inequality, $\left\|H_{t}^{\kappa} f\right\|_{\kappa, p} \leq\|f\|_{k, p}$. Other requirements in Definition 2.2 can be directly verified.

Lemma 3.10. The Poisson and the heat semi-groups are connected by

$$
\begin{equation*}
P_{e^{-t}}^{\kappa} f(x)=\int_{0}^{\infty} \phi_{t}(s) H_{s}^{\kappa} f(x) d s \tag{2.21}
\end{equation*}
$$

where

$$
\phi_{t}(s):=\frac{t}{2 \sqrt{\pi}} s^{-3 / 2} e^{-\left(\frac{t}{2 \sqrt{s}}-\lambda_{\kappa} \sqrt{s}\right)^{2}}
$$

Furthermore, assume that $f(x) \geq 0$ for all $x$, then for all $t>0$, then

$$
\begin{equation*}
P_{*}^{\kappa} f(x):=\sup _{0<r<1} P_{r}^{\kappa} f(x) \leq c \sup _{s>0} \frac{1}{s} \int_{0}^{s} H_{u}^{\kappa} f(x) d u \tag{2.22}
\end{equation*}
$$

Consequently, $P_{*}^{\kappa} f$ is bounded on $L^{p}\left(h_{\kappa}^{2} ; S^{d}\right)$ for $1<p \leq \infty$ and of weak type $(1,1)$.
Proof. The fact that $\left\{H_{t}^{\kappa}\right\}$ is a semi-group of operators allows us to apply the Hopf-Dunford-Schwartz ergodic theorem ( $[\mathbf{7 8}, \mathrm{p} .48]$ ), which shows that the maximal operator $\sup _{s>0}\left(\frac{1}{s} \int_{0}^{s} H_{u}^{\kappa} f(x) d u\right)$ is bounded on $L^{p}\left(h_{\kappa}^{2}, \mathbb{S}^{d-1}\right)$ for $1<$ $p \leq \infty$ and of week type $(1,1)$. Therefore, it is sufficient to prove (2.21) and (2.22).

First we prove (2.21). Applying the well known identity ([78, p.46])

$$
e^{-v}=\frac{1}{\sqrt{\pi}} \int_{0}^{\infty} \frac{e^{-u}}{\sqrt{u}} e^{-v^{2} / 4 u} d u, \quad v>0
$$

with $v=\left(n+\lambda_{\kappa}\right) t$ and making a change of variable $s=t^{2} / 4 u$, we obtain that

$$
\begin{aligned}
e^{-n t} & =e^{\lambda_{\kappa} t} \frac{1}{\sqrt{\pi}} \int_{0}^{\infty} \frac{e^{-u}}{\sqrt{u}} e^{-\frac{n\left(n+2 \lambda_{\kappa}\right) t^{2}}{4 u}} e^{-\frac{\lambda_{\kappa}^{2} t^{2}}{4 u}} d u \\
& =\frac{t}{2 \sqrt{\pi}} \int_{0}^{\infty} e^{-n\left(n+2 \lambda_{\kappa}\right) s} s^{-3 / 2} e^{-\left(\frac{t}{2 \sqrt{s}}-\lambda_{\kappa} \sqrt{s}\right)^{2}} d s \\
& =\int_{0}^{\infty} e^{-n\left(n+2 \lambda_{\kappa}\right) s} \phi_{t}(s) d s
\end{aligned}
$$

Multiplying by $\operatorname{proj}_{n}^{\kappa} f$ and summing up over $n$ proves the integral relation (2.21).

For the proof of (2.22), we use (2.21) and integration by parts to obtain

$$
\begin{aligned}
P_{e^{-t}}^{\kappa} f(x) & =-\int_{0}^{\infty}\left(\int_{0}^{s} H_{u}^{\kappa} f(x) d u\right) \phi_{t}^{\prime}(s) d s \\
& \leq \sup _{s>0}\left(\frac{1}{s} \int_{0}^{s} H_{u}^{\kappa} f(x) d u\right) \int_{0}^{\infty} s\left|\phi_{t}^{\prime}(s)\right| d s
\end{aligned}
$$

where the derivative of $\phi_{t}^{\prime}(s)$ is taken with respect to $s$. Furthermore, since $\mathcal{P}_{r}^{\kappa} f=$ $f *_{k} p_{r}^{\kappa}$ and $\left|p_{r}^{\kappa}(t)\right| \leq c$ for $0<r \leq e^{-1}$, it follows that

$$
\sup _{0<r \leq e^{-1}} P_{r}^{\kappa} f(x) \leq c\|f\|_{1, \kappa}=c \lim _{s \rightarrow \infty} \frac{1}{s} \int_{0}^{s} H_{u}^{\kappa}(|f|)(x) d u .
$$

Therefore, to finish the proof of (2.22), it suffices to show that $\sup _{0<t \leq 1} \int_{0}^{\infty} s\left|\phi_{t}^{\prime}(s)\right| d s$ is bounded by a constant. A quick computation shows that $\phi_{t}^{\prime}(s)>0$ if $s<\alpha_{t}$ and $\phi_{t}^{\prime}(s)<0$ if $s>\alpha_{t}$, where

$$
\alpha_{t}:=\frac{t^{2}}{3+\sqrt{9+4 \lambda_{\kappa}^{2} t^{2}}} \sim t^{2}, \quad 0 \leq t \leq 1
$$

Since the integral of $\phi_{t}(s)$ over $[0, \infty)$ is 1 and $\phi_{t}(s) \geq 0$, integration by parts gives

$$
\begin{aligned}
\int_{0}^{\infty} s\left|\phi_{t}^{\prime}(s)\right| d s & =2 \alpha_{t} \phi_{t}\left(\alpha_{t}\right)-\int_{0}^{\alpha_{t}} \phi_{t}(s) d s+\int_{\alpha_{t}}^{\infty} \phi_{t}(s) d s \\
& \leq 2 \alpha_{t} \phi_{t}\left(\alpha_{t}\right)+1=\frac{t}{\sqrt{\pi \alpha_{t}}} e^{-\frac{\left(t-2 \lambda_{k} \alpha_{t}\right)^{2}}{4 \alpha_{t}}}+1 \leq c
\end{aligned}
$$

as desired.
We are now in a position to prove Theorem 3.8.
Proof of Theorem 3.8. From the definition of $p_{r}^{\kappa}$ in (2.16), if $1-r \sim \theta$, then

$$
\begin{aligned}
p_{r}^{\kappa}(\cos \theta) & =\frac{1-r^{2}}{\left((1-r)^{2}+4 r \sin ^{2} \frac{\theta}{2}\right)^{\lambda_{\kappa}+1}} \\
& \geq c \frac{1-r^{2}}{\left((1-r)^{2}+r \theta^{2}\right)^{\lambda_{\kappa}+1}} \geq c(1-r)^{-\left(2 \lambda_{\kappa}+1\right)} .
\end{aligned}
$$

For $j \geq 0$ define $r_{j}:=1-2^{-j} \theta$ and set $B_{j}:=\left\{y \in \mathbb{B}^{d}: 2^{-j-1} \theta \leq d(x, y) \leq 2^{-j} \theta\right\}$. The lower bound of $p_{r}^{\kappa}$ proved above shows that

$$
\chi_{B_{j}}(y) \leq c\left(2^{-j} \theta\right)^{2 \lambda_{k}+1} p_{r_{j}}^{\kappa}(\langle x, y\rangle),
$$

which implies immediately that

$$
\chi_{\mathrm{b}(x, \theta)}(y) \leq \sum_{j=0}^{\infty} \chi_{B_{j}}(y) \leq c \theta^{2 \lambda_{k}+1} \sum_{j=0}^{\infty} 2^{-j\left(2 \lambda_{\kappa}+1\right)} p_{r_{j}}^{\kappa}(\langle x, y\rangle) .
$$

Since $V_{\kappa}$ is a positive linear operator, applying $V_{\kappa}$ to the above inequality gives

$$
\begin{aligned}
\int_{S^{d-1}} & |f(y)| V_{\kappa}\left[\chi_{\mathbf{b}(x, \theta)}\right](y) h_{\kappa}^{2}(y) d \sigma(y) \\
& \leq c \theta^{2 \lambda_{\kappa}+1} \sum_{j=0}^{\infty} 2^{-j\left(2 \lambda_{\kappa}+1\right)} \int_{S^{d-1}}|f(y)| V_{\kappa}\left[p_{r_{j}}(\langle x, y\rangle)\right](y) h_{\kappa}^{2}(y) d \sigma(y) \\
& =c \theta^{2 \lambda_{\kappa}+1} \sum_{j=0}^{\infty} 2^{-j\left(2 \lambda_{\kappa}+1\right)} P_{r_{j}}^{\kappa}(|f| ; x) \\
& \leq c \theta^{2 \lambda_{\kappa}+1} \sup _{0<r<1} P_{r}^{\kappa}(|f| ; x) .
\end{aligned}
$$

Dividing by $\theta^{2 \lambda_{\kappa}+1}$ and using the fact that

$$
\frac{1}{\omega_{d}^{\kappa}} \int_{\mathbb{S}^{d-1}} V_{\kappa}\left[\chi_{\mathrm{b}(x, \theta)}\right](y) h_{\kappa}^{2}(y) d \sigma(y)=c_{\lambda_{\kappa}} \int_{0}^{\theta}(\sin \phi)^{2 \lambda_{\kappa}} d \phi \sim \theta^{2 \lambda_{\kappa}+1}
$$

we have proved that $\mathcal{M}_{\kappa} f(x) \leq c P_{*}^{\kappa}|f|(x)$. The desired result now follows from Lemma 3.10.

Definition 3.11. For $\delta>-1$, the Cesàro $(C, \delta)$ means of the $h$-spherical harmonic expansions are defined by

$$
S_{n}^{\delta}\left(h_{\kappa}^{2} ; f, x\right):=\left(A_{n}^{\delta}\right)^{-1} \sum_{k=0}^{n} A_{n-k}^{\delta} \operatorname{proj}_{k}^{\kappa} f(x), \quad A_{j}^{\delta}=\frac{\Gamma(j+\delta+1)}{\Gamma(j+1) \Gamma(\delta+1)} .
$$

These means can be written as

$$
\begin{equation*}
S_{n}^{\delta}\left(h_{\kappa}^{2} ; f\right)=\left(f \star_{\kappa} K_{n}^{\delta}\left(h_{\kappa}^{2}\right)\right)(x), \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{n}^{\delta}\left(h_{\kappa}^{2} ; t\right):=\frac{1}{A_{n}^{\delta}} \sum_{k=0}^{n} A_{n-k}^{\delta} \frac{k+\lambda_{\kappa}}{\lambda_{\kappa}} C_{k}^{\lambda_{\kappa}}(t)=k_{n}^{\delta}\left(w_{\lambda_{\kappa}} ; 1, t\right), \tag{2.24}
\end{equation*}
$$

in which $k_{n}^{\delta}\left(w_{\lambda_{\kappa}} ; \cdot, \cdot\right)$ is the kernel of the $(C, \delta)$ means of the Fourier orthogonal series in the Gegenbauer polynomials.

The following theorem is a consequence of Corollary 3.2:
Theorem 3.12. [96] The Cesàro means of the $h$-spherical harmonics series satisfy

1. If $\delta \geq 2 \lambda_{k}+1$ then $S_{n}^{\delta}\left(h_{\kappa}^{2}\right)$ is a nonnegative operator;
2. If $\delta>\lambda_{\kappa}$ then $S_{n}^{\delta}\left(h_{\kappa}^{2} ; f\right)$ converges to $f$ in $L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ for $1 \leq p \leq \infty$.

The following result was proved in [104]:
Corollary 3.13. If $\delta>\lambda_{\kappa}$ and $f \in L^{1}\left(h_{\kappa}^{2}, \mathbb{S}^{d-1}\right)$ then for every $x \in \mathbb{S}^{d-1}$,

$$
\begin{equation*}
\sup _{n \geq 0} \mid S_{n}^{\delta}\left(h_{\kappa}^{2} ; f(x) \mid \leq c\left[\mathcal{M}_{\kappa} f(x)+\mathcal{M}_{\kappa} f(-x)\right]\right. \tag{2.25}
\end{equation*}
$$

If, in addition, $\delta \geq 2 \lambda_{k}+1$, then the term $M f(-x)$ in (2.25) can be dropped.
We conclude this section with the following result:
THEOREM 3.14. For $\delta>\lambda_{\kappa}, 1<p<\infty$ and any sequence $\left\{n_{j}\right\}$ of positive integers,

$$
\begin{equation*}
\left\|\left(\sum_{j=0}^{\infty}\left|S_{n_{j}}^{\delta}\left(h_{\kappa}^{2} ; f_{j}\right)\right|^{2}\right)^{1 / 2}\right\|_{\kappa, p} \leq c\left\|\left(\sum_{j=0}^{\infty}\left|f_{n_{j}}\right|^{2}\right)^{1 / 2}\right\|_{\kappa, p} \tag{2.26}
\end{equation*}
$$

Proof. The proof of (2.26) follows the approach of [78, p.104-5] that uses a generalization of the Riesz convexity theorem for sequences of functions. Let $L^{p}\left(\ell^{q}\right)$ denote the space of all sequences $\left\{f_{k}\right\}$ of functions for which the norm

$$
\left\|\left(f_{k}\right)\right\|_{L^{p}\left(\ell^{q}\right)}:=\left(\int_{\mathbb{S}^{d-1}}\left(\sum_{j=0}^{\infty}\left|f_{j}(x)\right|^{q}\right)^{p / q} h_{\kappa}^{2}(x) d \sigma(x)\right)^{1 / p}
$$

are finite. If $T$ is bounded as operator on $L^{p_{0}}\left(\ell^{q_{0}}\right)$ and on $L^{p_{1}}\left(\ell^{q_{1}}\right)$, then the Riesz convexity theorem states that $T$ is also bounded on $L^{p_{t}}\left(\ell^{q_{t}}\right)$, where

$$
\frac{1}{p_{t}}=\frac{1-t}{p_{0}}+\frac{t}{p_{1}}, \quad \frac{1}{q_{t}}=\frac{1-t}{q_{0}}+\frac{t}{q_{1}}, \quad 0 \leq t \leq 1
$$

We apply this theorem on the operator $T$ that maps the sequence $\left\{f_{j}\right\}$ to the sequence $\left\{S_{n_{j}}^{\delta}\left(h_{\kappa}^{2} ; f_{j}\right)\right\}$ with $\delta>\lambda_{\kappa}$. By Corollary 3.13, $T$ is bounded on $L^{p}\left(\ell^{p}\right)$. It is also bounded on $L^{p}\left(\ell^{\infty}\right)$ since

$$
\left\|\sup _{j \geq 0}\left|S_{n_{j}}^{\delta}\left(h_{\kappa}^{2} ; f_{j}\right)\right|\right\|_{\kappa, p} \leq c\left\|\mathcal{M}_{\kappa}\left(\sup _{j \geq 0}\left|f_{j}\right|\right)\right\|_{\kappa, p} \leq c\left\|\sup _{j \geq 0}\left|f_{j}\right|\right\|_{\kappa, p} .
$$

Hence, the Riesz convexity theorem shows that $T$ is bounded on $L^{p}\left(\ell^{q}\right)$ if $1<p \leq$ $q \leq \infty$. In particular, $T$ is bounded on $L^{p}\left(\ell^{2}\right)$ if $1<p \leq 2$. The case $2<p<\infty$ follows by the standard duality argument, since the dual space of $L^{p}\left(\ell^{2}\right)$ is $L^{p^{\prime}}\left(\ell^{2}\right)$, where $1 / p+1 / p^{\prime}=1$, under the paring

$$
\left\langle\left(f_{j}\right),\left(g_{j}\right)\right\rangle:=\int_{\mathbb{S}^{d-1}} \sum_{j} f_{j}(x) g_{j}(x) h_{\kappa}^{2}(x) d \sigma(x)
$$

and $T$ is self-adjoint under this paring as $S_{n}^{\delta}\left(h_{\kappa}^{2}\right)$ is self-adjoint in $L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$.

## 4. The Littlewood-Paley theory on the sphere

For simplicity, from now now, we write $S_{n}^{\delta} f$ for $S_{n}^{\delta}\left(h_{\kappa}^{2} ; f\right)$. For functions $f$ on the sphere $\mathbb{S}^{d-1}$, we define

$$
\begin{equation*}
g(f):=\left(\int_{0}^{1}(1-r)\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} d r\right)^{\frac{1}{2}} \tag{2.27}
\end{equation*}
$$

where $P_{r}^{\kappa} f$ denotes the Poisson integral of $f$. The general result of Stein, Theorem 2.4, then leads to the following useful corollary:

Corollary 4.1. If $1<p<\infty$ and $f \in L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ with $\int_{\mathbb{S}^{d-1}} f(x) h_{\kappa}^{2}(x) d \sigma(x)$ $=0$, then for $g(f)$ given in (2.27), we have

$$
\begin{equation*}
C_{p}^{-1}\|f\|_{\kappa, p} \leq\|g(f)\|_{\kappa, p} \leq C_{p}\|f\|_{\kappa, p} \tag{2.28}
\end{equation*}
$$

where the constant $C_{p}$ is independent of $f$.
Proof. Applying Theorem 2.4 to the semigroup $\left\{P_{e^{-t}}^{\kappa}: t \geq 0\right\}$, we deduce that $\|\widetilde{g}(f)\|_{\kappa, p} \sim\|f\|_{\kappa, p}$, where

$$
\widetilde{g}(f):=\left(\int_{0}^{\infty}\left|\frac{\partial}{\partial t}\left(P_{e^{-t}}^{\kappa} f\right)\right|^{2} t d t\right)^{\frac{1}{2}}=\left(\int_{0}^{1}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} r|\log r| d r\right)^{\frac{1}{2}}
$$

The desired equation (2.28) then follows by using the fact that

$$
\max _{0<r<\frac{1}{2}}\left\|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right\|_{\kappa, p} \leq \sum_{k=1}^{\infty} k 2^{-k+1}\left\|\operatorname{proj}_{k}^{\kappa} f\right\|_{\kappa, p} \leq c\|f\|_{\kappa, p} \sum_{k=1}^{\infty} 2^{-k} k^{\lambda_{\kappa}+2} \leq c\|f\|_{\kappa, p}
$$

We also need a refined version of the Littlewood-Paley function $g(f)$ defined as follows:

$$
\begin{equation*}
g_{\delta}(f)=\left(\sum_{n=1}^{\infty}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} n^{-1}\right)^{\frac{1}{2}} \tag{2.29}
\end{equation*}
$$

where $\delta \geq 0$ and $f \in L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$. In this section, we shall prove the following result concerning the equivalence of $\left\|g_{\delta}(f)\right\|_{\kappa, p}$ and $\|f\|_{\kappa, p}$ :

THEOREM 4.2. If $1<p<\infty$, and $f \in L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ with $\int_{\mathbb{S}^{d-1}} f(x) h_{\kappa}^{2}(x) d \sigma(x)$ $=0$, then $\|f\|_{\kappa, p} \leq C_{p}\left\|g_{\delta}(f)\right\|_{\kappa, p}$ holds for all $\delta \geq 0$. Conversely, if $\delta \geq 0,1<p<$ $\infty$, and the inequality

$$
\begin{equation*}
\left\|\left(\sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\left\|\left(\sum_{k=1}^{\infty}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \tag{2.30}
\end{equation*}
$$

holds for all $\left\{N_{k}\right\} \subset \mathbb{Z}_{+}$and $\left\{f_{k}\right\} \subset L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$, then $\left\|g_{\delta} f\right\|_{\kappa, p} \leq C_{p}\|f\|_{\kappa, p}$ holds for all $f \in L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$.

The second part of the above theorem 4.2 follows directly from a more general result, Theorem 4.3 below.

Theorem 4.3. Assume that $\delta \geq 0,1<p<\infty$, and that the inequality (2.30) holds for all $\left\{N_{k}\right\} \subset \mathbb{Z}_{+}$and $\left\{f_{k}\right\} \subset L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$. Let $\left\{v_{k}\right\}_{k=1}^{\infty}$ be a sequence of positive numbers satisfying $\sup _{N} N^{-1} \sum_{k=1}^{N} v_{k}=M<\infty$. Then for $f \in L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$, and the function $g_{\delta}^{*}(f):=\left(\sum_{n=1}^{\infty}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} n^{-1} v_{n}\right)^{\frac{1}{2}}$, the inequality $\left\|g_{\delta}^{*}(f)\right\|_{\kappa, p} \leq$ $M C_{p}\|f\|_{\kappa, p}$ holds, with the constant $C_{p}$ being independent of $f$ and $v_{k}$.

The rest of this section is devoted to the proofs of Theorems 4.2 and 4.3.
4.1. Properties of the Cesàro coefficients. Let us first recall some basic properties of the Cesàro coefficients $A_{j}^{\delta}, j=0,1, \cdots$, which are defined for all $\delta \in \mathbb{R}$ by $(1-s)^{-1-\delta}=\sum_{j=0}^{\infty} A_{j}^{\delta} s^{j}$. The following facts can be easily verified from the definition:
(i) $A_{j}^{\delta}-A_{j-1}^{\delta}=A_{j}^{\delta-1}, \quad \sum_{j=0}^{n} A_{j}^{\delta}=A_{n}^{\delta+1}, \quad \sum_{j=0}^{n} A_{n-j}^{\alpha} A_{j}^{\beta}=A_{n}^{\alpha+\beta+1}$
(ii) $\left|A_{j}^{\delta}\right| \sim(j+1)^{\delta}, \quad$ whenever $j+\delta+1>0$.
(iii) If $\left\{a_{k}\right\}_{k=0}^{\infty}$ and $\left\{b_{k}\right\}_{k=0}^{\infty}$ are two sequences of complex numbers, and $n$ is a positive integer, then

$$
\begin{equation*}
\triangle^{n}\left(a_{k} b_{k}\right)=\sum_{j=0}^{n}\binom{n}{j}\left(\triangle^{j} a_{k}\right)\left(\triangle^{n-j} b_{k+j}\right) \tag{2.33}
\end{equation*}
$$

LEMMA 4.4. If $\left\{a_{j}\right\}_{j=0}^{\infty}$ is a bounded sequence of complex numbers satisfying $\sum_{j=1}^{\infty}\left|\triangle^{\ell+1} a_{j}\right| j^{\ell}<\infty$ for some nonnegative integer $\ell$, then $\lim _{n \rightarrow \infty} a_{n}=: L$ exists, and the series $\sum_{j=0}^{\infty}\left(a_{j}-L\right)$ converges and satisfies $\sum_{j=0}^{\infty}\left(a_{j}-L\right)=\sum_{j=0}^{\infty}\left(\triangle^{\ell+1} a_{j}\right) A_{j}^{\ell}\left(s_{j}^{\ell}-L\right)$, where $s_{n}^{\ell}=\left(A_{n}^{\ell}\right)^{-1} \sum_{j=0}^{n} A_{n-j}^{\ell} a_{j}$.

Proof. We first claim that for each positive integer $i$,

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|\triangle^{i} a_{j}\right| A_{j}^{i-1} \leq \sum_{j=0}^{\infty}\left|\triangle^{i+1} a_{j}\right| A_{j}^{i} . \tag{2.34}
\end{equation*}
$$

Without loss of generality, we may assume that the infinite sum on the right hand side of this last equation is finite. Then for each $k, m \in \mathbb{N}$,

$$
\left|\triangle^{i} a_{k}-\triangle^{i} a_{k+m}\right|=\left|\sum_{j=k}^{k+m-1} \triangle^{i+1} a_{j}\right| \leq \sum_{j=k}^{k+m-1}\left|\triangle^{i+1} a_{j}\right| A_{j}^{i} \rightarrow 0, \quad \text { as } k \rightarrow \infty .
$$

This means that $\left\{\triangle^{i} a_{k}\right\}$ is a Cauchy sequence in $\mathbb{C}$, and therefore, is convergent. Since

$$
\left|\sum_{j=k}^{2 k-1} \triangle^{i} a_{j}\right|=\left|\triangle^{i-1} a_{k}-\triangle^{i-1} a_{2 k}\right| \leq C_{i} \sup _{j}\left|a_{j}\right|<\infty,
$$

we must have $\lim _{n \rightarrow \infty} \triangle^{i} a_{n}=0$, which further implies $\left|\triangle^{i} a_{n}\right|=\left|\sum_{j=n}^{\infty} \triangle^{i+1} a_{j}\right|$. The claim (2.34) then follows.

Now applying (2.34) $\ell$ times yields $\sum_{j=0}^{\infty}\left|\triangle a_{j}\right| \leq \sum_{k=0}^{\infty}\left|\triangle^{\ell+1} a_{k}\right| A_{k}^{\ell}<\infty$. This, in particular, implies that $\lim _{n \rightarrow \infty} a_{n}=L$ exists, and $\lim _{n \rightarrow \infty} \triangle^{i} a_{n}=0$ for all positive integers $i$. Thus, to complete the proof, we just need to apply summation by parts $\ell+1$ times to the partial sums $s_{n}:=\sum_{j=0}^{n}\left(a_{j}-L\right)$ and then letting $n \rightarrow \infty$.
4.2. Three crucial Lemmas. In this subsection, we shall establish three crucial lemmas for the proofs of Theorems 4.2 and 4.3.

Lemma 4.5. If $\delta \geq 0,1-\frac{1}{N} \leq r<1$ and $f \in L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ then

$$
S_{N}^{\delta} f=r^{-N} P_{r}^{\kappa}\left(S_{N}^{\delta} f\right)+\sum_{j=0}^{N-1} a_{j, N}^{\delta} P_{r}^{\kappa}\left(S_{j}^{\delta} f\right)
$$

for some real numbers $a_{j, N}^{\delta}$ satisfying

$$
\begin{equation*}
\max _{0 \leq j \leq N-1}\left|a_{j, N}^{\delta}\right| \leq C(1-r), \tag{2.35}
\end{equation*}
$$

where $C>0$ is independent of $f$ and $N$.
Proof. Recalling that $(1-s)^{-\delta-1}=\sum_{j=0}^{\infty} A_{j}^{\delta} s^{j}$ for $0 \leq s<1$, we obtain

$$
\begin{equation*}
(1-s)^{-\delta-1} P_{s}^{\kappa} f=\sum_{n=0}^{\infty}\left(A_{n}^{\delta} S_{n}^{\delta} f\right) s^{n} \tag{2.36}
\end{equation*}
$$

On the other hand, since $P_{s}^{\kappa} f=P_{s / r}^{\kappa} P_{r}^{\kappa} f$ for $0<s<r<1$, we have

$$
\begin{align*}
(1-s)^{-\delta-1} P_{s}^{\kappa} f & =(1-s)^{-\delta-1}\left(1-\frac{s}{r}\right)^{1+\delta}\left(1-\frac{s}{r}\right)^{-1-\delta} P_{s / r}^{\kappa}\left(P_{r}^{\kappa} f\right) \\
& =\left(\sum_{j=0}^{\infty} A_{j}^{\delta} s^{j}\right)\left(\sum_{j=0}^{\infty} A_{j}^{-\delta-2}(s / r)^{j}\right)\left(\sum_{j=0}^{\infty} A_{j}^{\delta} P_{r}^{\kappa}\left(S_{j}^{\delta} f\right)(s / r)^{j}\right) \\
& =\sum_{n=0}^{\infty} s^{n}\left[\sum_{j=0}^{n} A_{j}^{\delta} P_{r}^{\kappa}\left(S_{j}^{\delta} f\right) r^{-j} \sum_{k+\ell=n-j} A_{k}^{\delta} A_{\ell}^{-\delta-2} r^{-\ell}\right], \tag{2.37}
\end{align*}
$$

where the second step uses (2.36) with $s / r$ in place of $s$. Thus, comparing the coefficients of $s^{n}$ in (2.36) and (2.37) yields that

$$
S_{N}^{\delta} f=\sum_{j=0}^{N} a_{j, N}^{\delta} P_{r}^{\kappa}\left(S_{j}^{\delta} f\right)
$$

where

$$
a_{j, N}^{\delta}=\left(A_{N}^{\delta}\right)^{-1} A_{j}^{\delta} r^{-j}\left(\sum_{k+\ell=N-j} A_{k}^{\delta} A_{\ell}^{-\delta-2} r^{-\ell}\right) .
$$

Clearly, $a_{N, N}^{\delta}=r^{-N}$. Thus, it remains to verify (2.35) for $1-N^{-1} \leq r \leq 1$. Observing that $r^{-\ell} \leq r^{-N} \leq c$ for all $0 \leq \ell \leq N$, we obtain that for $0 \leq j \leq N-1$, $\left|a_{j, N}^{\delta}\right| \leq c \max _{1 \leq M \leq N}\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2} r^{M-\ell}\right|=c \max _{1 \leq M \leq N}\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2}\left(1-r^{M-\ell}\right)\right|$,
where the last step uses the identity $\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2}=A_{M}^{-1}=0$. Thus, for the proof of (2.35), it suffices to show that for $1 \leq M \leq N$

$$
\begin{equation*}
\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2}\left(1-r^{M-\ell}\right)\right| \leq C(1-r) \tag{2.38}
\end{equation*}
$$

To this end, let $\eta \in C^{\infty}(\mathbb{R})$ be such that $\eta(x)=1$ for $|x| \leq \frac{1}{4}$, and $\eta(x)=0$ for $|x| \geq \frac{1}{2}$. We then split the sum on the left hand side of (2.38) into two parts: $\Sigma_{1}+\Sigma_{2}$, where

$$
\begin{aligned}
\Sigma_{1} & =\sum_{j=0}^{M} \eta\left(\frac{j}{M}\right) A_{M-j}^{\delta} A_{j}^{-\delta-2}\left(1-r^{M-j}\right), \\
\Sigma_{2} & =\sum_{j=0}^{M}\left(1-\eta\left(\frac{j}{M}\right)\right) A_{M-j}^{\delta} A_{j}^{-\delta-2}\left(1-r^{M-j}\right) .
\end{aligned}
$$

Using (2.32), and direct computations show that

$$
\left|\Sigma_{2}\right| \leq c(1-r) \sum_{M / 4 \leq j \leq M}(M-j+1)^{\delta+1} j^{-\delta-2} \leq c(1-r)
$$

To estimate $\Sigma_{1}$, let $k$ be a positive integer $\geq \delta$, and for convenience, we set $A_{j}^{\delta}=0$ for $j<0$. Then using (2.31), (2.32), and summation by parts $k$ times, we obtain

$$
\begin{aligned}
\left|\Sigma_{1}\right| & \leq \sum_{0 \leq j \leq M / 2}\left|\Delta^{k}\left(A_{M-j}^{\delta} \eta\left(\frac{j}{M}\right)\left(1-r^{M-j}\right)\right)\right| A_{j}^{-\delta-2+k} \\
& \leq c \sum_{0 \leq j \leq M / 2}\left(M^{\delta-k}\left(1-r^{M-j}\right)+\max _{\substack{i_{1}+i_{2}=k \\
1 \leq i_{2} \leq k}} M^{\delta-i_{1}}(1-r)^{i_{2}}\right)(j+1)^{-\delta-2+k} \\
& \leq c(1-r) M^{\delta-k+1} \sum_{j=1}^{M} j^{-\delta-2+k} \leq c(1-r)
\end{aligned}
$$

where the third step uses the facts that $1-r^{M-j} \leq(M-j)(1-r)$ and $1-r \leq$ $N^{-1} \leq M^{-1}$. Putting the above together, we deduce (2.35), and hence complete the proof.

Lemma 4.6. If $\delta \geq 0,0<r<1$ and $f \in L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ then

$$
P_{r}^{\kappa}\left(S_{N}^{\delta} f\right)=\sum_{j=0}^{N} b_{j, N}^{\delta} S_{j}^{\delta} f,
$$

for some real numbers $b_{j, N}^{\delta}$ independent of $f$ and satisfying

$$
\begin{equation*}
\sum_{j=0}^{N}\left|b_{j, N}^{\delta}\right| \leq C_{\delta} \tag{2.39}
\end{equation*}
$$

Proof. Using (2.36), we have, for $0<s, r<1$,

$$
(1-s)^{-\delta-1} P_{s}^{\kappa} P_{r}^{\kappa} f=\sum_{n=0}^{\infty} A_{n}^{\delta}\left(P_{r}^{\kappa} S_{n}^{\delta} f\right) s^{n}
$$

On the other hand, however,

$$
\begin{aligned}
(1-s)^{-1-\delta} & P_{s}^{\kappa} P_{r}^{\kappa} f=(1-s)^{-\delta-1} P_{s r}^{\kappa} f=(1-s)^{-\delta-1}(1-s r)^{1+\delta}(1-s r)^{-\delta-1} P_{s r}^{\kappa} f \\
& =\left(\sum_{j=0}^{\infty} A_{j}^{\delta} s^{j}\right)\left(\sum_{j=0}^{\infty} A_{j}^{-\delta-2} s^{j} r^{j}\right)\left(\sum_{j=0}^{\infty} A_{j}^{\delta}\left(S_{j}^{\delta} f\right)(s r)^{j}\right) \\
& =\sum_{n=0}^{\infty} s^{n}\left[\sum_{j=0}^{n} A_{j}^{\delta}\left(S_{j}^{\delta} f\right) r^{j} \sum_{k+\ell=n-j} A_{k}^{\delta} A_{\ell}^{-\delta-2} r^{\ell}\right]
\end{aligned}
$$

Thus, comparing the coefficients of $s^{N}$ yields $P_{r}^{\kappa}\left(S_{N}^{\delta} f\right)=\sum_{j=0}^{N} b_{j, N}^{\delta} S_{j}^{\delta} f$, where

$$
b_{j, N}^{\delta}:=\left(A_{N}^{\delta}\right)^{-1} A_{j}^{\delta} r^{j}\left[\sum_{\ell=0}^{N-j} A_{N-j-\ell}^{\delta} A_{\ell}^{-\delta-2} r^{\ell}\right]
$$

It remains to show that the $b_{j, N}^{\delta}$ satisfy (2.39).
Clearly, $b_{N, N}^{\delta}=r^{N}$. For $0 \leq j \leq N-1$, we claim that

$$
\begin{equation*}
\left|\sum_{\ell=0}^{N-j} A_{N-j-\ell}^{\delta} A_{\ell}^{-\delta-2} r^{\ell}\right| \leq C(1-r)+C(N-j)^{\delta}(1-r)^{1+\delta} \tag{2.40}
\end{equation*}
$$

To see this, we set $M=N-j$, and let $\eta \in C^{\infty}(\mathbb{R})$ be such that $\eta(x)=1$ for $|x| \leq \frac{1}{4}$, and $\eta(x)=0$ for $|x| \geq \frac{1}{2}$. Since $\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2}=A_{M}^{-1}=0$, it follows that

$$
\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2} r^{\ell}\right|=\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2}\left(1-r^{\ell}\right)\right| \leq J_{1}+J_{2},
$$

where

$$
\begin{aligned}
J_{1} & =\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2} \eta\left(\frac{\ell}{M}\right)\left(1-r^{\ell}\right)\right| \\
J_{2} & =\left|\sum_{\ell=0}^{M} A_{M-\ell}^{\delta} A_{\ell}^{-\delta-2}\left(1-\eta\left(\frac{\ell}{M}\right)\right)\left(1-r^{\ell}\right)\right|
\end{aligned}
$$

Clearly,

$$
J_{2} \leq C \sum_{M / 4 \leq \ell \leq M}(M-\ell+1)^{\delta}(\ell+1)^{-\delta-2} \ell(1-r) \leq c(1-r) .
$$

To estimate $J_{1}$, we set $A_{j}^{\delta}=0$ for $j<0$, and let $k$ be the smallest integer such that $-\delta-2+k>-1$. Then summation by parts $k$ times yields

$$
\begin{aligned}
J_{1} & \leq \sum_{\ell=0}^{M}\left|\triangle^{k}\left(A_{M-\ell}^{\delta} \eta\left(\frac{\ell}{M}\right)\left(1-r^{\ell}\right)\right)\right| A_{\ell}^{-\delta-2+k} \\
& \leq c \sum_{\ell=0}^{M / 2}\left[M^{\delta-k}\left(1-r^{\ell}\right)+\max _{\substack{i+j=k \\
1 \leq j \leq k}} M^{\delta-i} r^{\ell}(1-r)^{j}\right] A_{\ell}^{-\delta-2+k} \\
& \leq c(1-r)+c M^{\delta}(1-r)^{k} \sum_{\ell=0}^{\infty} A_{\ell}^{-\delta-2+k} r^{\ell} \leq c(1-r)+c M^{\delta}(1-r)^{1+\delta} .
\end{aligned}
$$

Putting these together, we prove the claim (2.40).
Now using (2.40), we deduce that for $0 \leq j \leq N-1$,

$$
\left|b_{j, N}^{\delta}\right| \leq\left(A_{N}^{\delta}\right)^{-1} A_{j}^{\delta} r^{j}\left|\sum_{\ell=0}^{N-j} A_{N-j-\ell}^{\delta} A_{\ell}^{-\delta-2} r^{\ell}\right| \leq C r^{j}(1-r)+c A_{j}^{\delta} r^{j}(1-r)^{1+\delta}
$$

It then follows that

$$
\sum_{j=0}^{N}\left|b_{j, N}^{\delta}\right| \leq 1+c(1-r) \sum_{j=0}^{\infty} r^{j}+c(1-r)^{1+\delta} \sum_{j=0}^{\infty} A_{j}^{\delta} r^{j} \leq c
$$

which proves (2.39), and hence completes the proof of the lemma.
We shall use the notation $|I|$ to denote the length of a given interval $I \subset \mathbb{R}$, and $\mathbb{Z}_{+}$to denote the set of all nonnegative positive integers.

Lemma 4.7. Assume that $1<p<\infty, \delta \geq 0$ and the inequality

$$
\begin{equation*}
\left\|\left(\sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\left\|\left(\sum_{k=1}^{\infty}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \tag{2.41}
\end{equation*}
$$

holds for any $\left\{N_{k}\right\} \subset \mathbb{Z}_{+}$and $\left\{f_{k}\right\} \subset L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$. If $r_{j} \in(0,1)$ and $I_{j}$ is a subinterval of $\left[r_{j}, 1\right)$ for $j=1,2, \cdots$, then the inequality,

$$
\begin{equation*}
\left\|\left(\sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} P_{r_{k}}^{\kappa} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\left\|\left(\sum_{k=1}^{\infty} \frac{1}{\left|I_{k}\right|} \int_{I_{k}}\left|P_{r}^{\kappa} f_{k}\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \tag{2.42}
\end{equation*}
$$

holds for all $\left\{N_{k}\right\}_{k=1}^{\infty} \subset \mathbb{Z}_{+}$, and $\left\{f_{k}\right\}_{k=1}^{\infty} \subset L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$, with the constant $C_{p}$ being independent of $\left\{r_{k}\right\},\left\{I_{k}\right\},\left\{N_{k}\right\}$ and $\left\{f_{k}\right\}$.

Proof. We first claim that for each $\left\{N_{k}\right\} \subset \mathbb{Z}_{+}$and $\left\{f_{k}\right\} \subset L\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$,

$$
\begin{equation*}
\left\|\left(\sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} P_{r_{k}}^{\kappa} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\left\|\left(\sum_{k=1}^{\infty}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \tag{2.43}
\end{equation*}
$$

To see this, we use Lemma 4.6 and obtain

$$
\left|S_{N_{k}}^{\delta} P_{r_{k}}^{\kappa} f_{k}\right|^{2} \leq C \sum_{\ell=0}^{N_{k}}\left|b_{\ell, N_{k}}^{\delta}\right|\left|S_{\ell}^{\delta} f_{k}\right|^{2}, \quad k=1,2, \cdots
$$

Summing over $k$, and invoking (2.53), we deduce

$$
\begin{aligned}
\left\|\left(\sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} P_{r_{k}}^{\kappa} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} & \leq C_{p}\left\|\left(\sum_{k=1}^{\infty} \sum_{\ell=0}^{N_{k}}\left|b_{\ell, N_{k}}^{\delta}\right|\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \leq C\left\|\left(\sum_{k=1}^{\infty}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p}
\end{aligned}
$$

which proves the claim (2.43).
Next, we show that the desired inequality (2.42) follows from (2.43). To see this, for each $k \geq 0$ and $n \geq 1$, we let $\left\{r_{k, i}\right\}_{i=0}^{2^{n}} \subset I_{k}$ be such that $r_{k, i}-r_{k, i-1}=2^{-n}\left|I_{k}\right|$ for all $1 \leq i \leq 2^{n}$. Then for each $n \in \mathbb{N}, R_{n}:=2^{-n} \sum_{i=1}^{2^{n}}\left|P_{r_{k, i}}^{\kappa} f_{k}\right|^{2}$ is a Riemann sum of the integral $\frac{1}{\left|I_{k}\right|} \int_{I_{k}}\left|P_{r}^{\kappa} f_{k}\right|^{2} d r$, and moreover, the sequence $\left\{R_{n}\right\}_{n=1}^{\infty}$ increases to the integral $\frac{1}{\left|I_{k}\right|} \int_{I_{k}}\left|P_{r}^{\kappa} f_{k}\right|^{2} d r$. Thus, by the dominated convergence theorem, it follows that

$$
\left\|\left(\sum_{k=1}^{\infty} \frac{1}{\left|I_{k}\right|} \int_{I_{k}}\left|P_{r}^{\kappa} f_{k}\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p}=\lim _{n \rightarrow \infty}\left\|\left(2^{-n} \sum_{k=1}^{\infty} \sum_{i=1}^{2^{n}}\left|P_{r_{k, i}}^{\kappa} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p}
$$

On the other hand, however, since for each fixed $n \in \mathbb{N}, r_{k}<r_{k, i}$ for all $1 \leq i \leq n$ and $k \in \mathbb{N}$, using (2.43), we have

$$
\begin{aligned}
\left\|\left(\sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} P_{r_{k}}^{\kappa} f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} & =\left\|\left(2^{-n} \sum_{i=1}^{2^{n}} \sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta} P_{r_{k} / r_{k, i}}^{\kappa}\left(P_{r_{k, i}}^{\kappa} f_{k}\right)\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \leq C_{p}\left\|\left(2^{-n} \sum_{i=1}^{2^{n}} \sum_{k=1}^{\infty}\left|S_{N_{k}}^{\delta}\left(P_{r_{k, i}}^{\kappa} f_{k}\right)\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p}
\end{aligned}
$$

Thus, letting $n \rightarrow \infty$, we prove the desired inequality (2.42), and completes the proof of the lemma.
4.3. Proofs of Theorems 4.2 and 4.3. We start with the proof of Theorem 4.2.

Proof of Theorem 4.2. The second part of Theorem 4.2 follows directly from Theorem 4.3, whose proof will be given later. So, here, we shall only prove the inequality $\|f\|_{\kappa, p} \leq C_{p}\left\|g_{\delta}(f)\right\|_{\kappa, p}$. By Corollary 4.1, it suffices to show that for the Littlewood-Paley function $g(f)$ given in (2.27), and for any $\delta \geq 0$, one has $g(f) \leq C g_{\delta}(f)$. To see this, we note that

$$
\begin{aligned}
\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right| & =(1-r)^{\delta+1}(1-r)^{-\delta-1}\left|\sum_{k=0}^{\infty} k r^{k-1} \operatorname{proj}_{k}^{\kappa} f\right| \\
& =(1-r)^{\delta+1}\left|\sum_{n=1}^{\infty}\left(\sum_{k=0}^{n} k A_{n-k}^{\delta} \operatorname{proj}_{k}^{\kappa} f r^{n-1}\right)\right|
\end{aligned}
$$

Since

$$
S_{n}^{\delta+1} f-S_{n}^{\delta} f=-(n+\delta+1)^{-1}\left(A_{n}^{\delta}\right)^{-1} \sum_{k=0}^{n} k A_{n-k}^{\delta} \operatorname{proj}_{k}^{\kappa} f
$$

it follows that

$$
\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right| \leq c(1-r)^{\delta+1} \sum_{n=1}^{\infty} n A_{n}^{\delta}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right| r^{n-1}
$$

which, using the Cauchy-Schwartz inequality, implies

$$
\begin{aligned}
\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} & \leq c(1-r)^{2 \delta+2}\left(\sum_{n=1}^{\infty} n A_{n}^{\delta}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} r^{n-1}\right)\left(\sum_{n=1}^{\infty} n A_{n}^{\delta} r^{n-1}\right) \\
& =c(1+\delta)(1-r)^{\delta} \sum_{n=1}^{\infty} n A_{n}^{\delta}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} r^{n-1}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
|g(f)|^{2} & =\int_{0}^{1}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2}(1-r) d r \leq c \sum_{n=1}^{\infty} n A_{n}^{\delta}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} \int_{0}^{1}(1-r)^{1+\delta} r^{n-1} d r \\
& \leq c \sum_{n=1}^{\infty} n^{-1}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2}=\left|g_{\delta}(f)\right|^{2}
\end{aligned}
$$

where the third step uses the fact that $\int_{0}^{1}(1-r)^{\delta+1} r^{n-1} d r=\frac{\Gamma(\delta+2) \Gamma(n)}{\Gamma(n+\delta+2)} \sim n^{-\delta-2}$. This proves the desired inequality $g(f) \leq c g_{\delta}(f)$.

## It remains to prove Theorem 4.3.

Proof of Theorem 4.3. Without loss of generality, we may assume that $n \leq$ $\sum_{k=1}^{n} v_{k} \leq 2 n$, since otherwise we may consider the sequences $\widetilde{v_{j}}=1$ and $\widetilde{v_{j}}=$ $M^{-1} v_{j}+1$. For convenience, we define, for $n=1,2, \cdots$,

$$
E_{n} f=-(n+1+\delta)^{-1} \sum_{k=0}^{n} k \operatorname{proj}_{k}^{\kappa} f
$$

It is easily seen that for $0 \leq j \leq n$,

$$
\begin{equation*}
S_{j}^{\delta}\left(E_{n} f\right)=\frac{j+\delta+1}{n+\delta+1}\left(S_{j}^{\delta+1} f-S_{j}^{\delta} f\right) \tag{2.44}
\end{equation*}
$$

Using Lemma 4.5, we obtain that for any $r \in\left[1-n^{-1}, 1\right)$,

$$
\begin{align*}
& S_{n}^{\delta+1} f-S_{n}^{\delta} f=S_{n}^{\delta}\left(E_{n} f\right)=r^{-n} P_{r}^{\kappa}\left(S_{n}^{\delta}\left(E_{n} f\right)\right)+\sum_{j=1}^{n-1} a_{j, n}^{\delta} P_{r}^{\kappa}\left(S_{j}^{\delta}\left(E_{n} f\right)\right) \\
& =r^{-n}\left(S_{n}^{\delta+1}\left(P_{r}^{\kappa} f\right)-S_{n}^{\delta}\left(P_{r}^{\kappa} f\right)\right) \\
& \quad+\sum_{j=1}^{n-1} \frac{j+\delta+1}{n+\delta+1} a_{j, n}^{\delta}\left[S_{j}^{\delta+1}\left(P_{r}^{\kappa} f\right)-S_{j}^{\delta}\left(P_{r}^{\kappa} f\right)\right] \tag{2.45}
\end{align*}
$$

where $\left|a_{j, n}^{\delta}\right| \leq c(1-r) \leq c n^{-1}$, and the last step uses (2.44). Now let $\mu_{1}=1$, and $\mu_{n}=1+\sum_{i=1}^{n-1} v_{i}$ for $n>1$. Clearly, $r_{n}:=1-\frac{1}{\mu_{n}} \in\left[1-n^{-1}, 1-(2 n-1)^{-1}\right]$. Thus, applying (2.45) with $r=r_{n}$, and setting $f_{n}=P_{r_{n}}^{\kappa} f$, we deduce

$$
\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right| \leq c\left|S_{n}^{\delta+1} f_{n}-S_{n}^{\delta} f_{n}\right|+c n^{-2} \sum_{j=1}^{n-1} j\left|S_{j}^{\delta+1}\left(f_{n}\right)-S_{j}^{\delta}\left(f_{n}\right)\right|
$$

which, using the Cauchy-Schwartz inequality, implies

$$
\begin{equation*}
\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} \leq c\left|S_{n}^{\delta+1} f_{n}-S_{n}^{\delta} f_{n}\right|^{2}++c n^{-3} \sum_{j=1}^{n-1} j^{2}\left|S_{j}^{\delta+1} f_{n}-S_{j}^{\delta} f_{n}\right|^{2} \tag{2.46}
\end{equation*}
$$

Therefore, for the proof of Theorem 4.3, by (2.46) and Corollary 4.1, it suffices to show the following two inequalities:

$$
\begin{equation*}
\left\|\left(\sum_{n=1}^{\infty} n^{-1}\left|S_{n}^{\delta+1} f_{n}-S_{n}^{\delta} f_{n}\right|^{2} v_{n}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\|g(f)\|_{\kappa, p} \tag{2.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(\sum_{n=1}^{\infty} \frac{v_{n}}{n^{4}} \sum_{j=1}^{n-1} j^{2}\left|S_{j}^{\delta+1} f_{n}-S_{j}^{\delta} f_{n}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\|g(f)\|_{\kappa, p} \tag{2.48}
\end{equation*}
$$

To this end, let $\eta \in C^{\infty}(\mathbb{R})$ be such that $\eta(x)=1$ for $|x| \leq 1$ and $\eta(x)=0$ for $|x| \geq 2$. For $N=1,2, \cdots$, we define the operator $V_{N}$ by $V_{N}(f)=\sum_{j=0}^{\infty} \eta\left(\frac{j}{N}\right) \operatorname{proj}_{j}^{\kappa} f$, and the operator $D_{N}$ by $D_{N} f=-\sum_{j=0}^{2 N} j \eta\left(\frac{j}{N}\right) \operatorname{proj}_{j}^{\kappa} f$. Note that summation by parts $d+1$ times shows that

$$
\begin{equation*}
\sup _{N}\left|V_{N} f\right| \leq \sup _{N} \sum_{j=0}^{2 N}\left|\triangle^{d+1} \eta\left(\frac{j}{N}\right)\right| A_{j}^{d}\left|\sigma_{j}^{d}(f)\right| \leq c \sup _{j}\left|\sigma_{j}^{d}(f)\right| \leq c M(f) . \tag{2.49}
\end{equation*}
$$

Also, observe that for $1 \leq j \leq n \leq N$,

$$
\begin{equation*}
S_{j}^{\delta+1} f_{n}-S_{j}^{\delta} f_{n}=(j+\delta+1)^{-1} P_{r_{n}}^{\kappa}\left(S_{j}^{\delta}\left(D_{N} f\right)\right) \tag{2.50}
\end{equation*}
$$

Thus, using Lemma 4.7 and (2.50) with $j=n$, we obtain

$$
\begin{aligned}
& \left\|\left(\sum_{n=1}^{N} n^{-1}\left|S_{n}^{\delta+1} f_{n}-S_{n}^{\delta} f_{n}\right|^{2} v_{n}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq c\left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{3}}\left|P_{r_{n}}^{\kappa}\left(S_{n}^{\delta}\left(D_{N} f\right)\right)\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \leq c\left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{3}} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|P_{r}^{\kappa}\left(D_{N} f\right)\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p}
\end{aligned}
$$

However, using (2.49),

$$
\left|P_{r}^{\kappa}\left(D_{N} f\right)\right|=r\left|V_{N}\left(\frac{\partial}{\partial r} P_{r}^{\kappa} f\right)\right| \leq c M\left(\frac{\partial}{\partial r} P_{r}^{\kappa} f\right)
$$

Thus, applying the Fefferman-Stein inequality to the Riemann sums of the integrals $\int_{r_{n}}^{r_{n+1}}$, we obtain

$$
\begin{aligned}
& \left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{3}} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|P_{r}^{\kappa}\left(D_{N} f\right)\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq c\left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{3}} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|M\left(\frac{\partial}{\partial r} P_{r}^{\kappa} f\right)\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq C_{p}\left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{3}} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p}
\end{aligned}
$$

Since $r_{n+1}-r_{n}=\frac{v_{n}}{\mu_{n} \mu_{n+1}} \sim \frac{v_{n}}{n^{2}}$ and $1-r \sim \frac{1}{n}$ for all $r \in\left[r_{n}, r_{n+1}\right]$, it follows that

$$
\begin{aligned}
& \left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{3}} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq C_{p}\left\|\left(\sum_{n=1}^{\infty} \frac{1}{n} \int_{r_{n}}^{r_{n+1}}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq C_{p}\|g(f)\|_{\kappa, p}
\end{aligned}
$$

Putting the above together, and letting $N \rightarrow \infty$, we deduce the inequality (2.47).
The proof of the second inequality (2.48) is similar. In fact, using Lemma 4.7 and (2.50), we have

$$
\begin{aligned}
& \left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{4}} \sum_{j=1}^{n-1} j^{2}\left|S_{\ell}^{\delta+1} f_{n}-S_{\ell}^{\delta} f_{n}\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq c\left\|\left(\sum_{n=1}^{N} \frac{v_{n}}{n^{4}} \sum_{j=1}^{n-1}\left|P_{r_{n}}^{\kappa}\left(S_{j}^{\delta} D_{N} f\right)\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq C_{p}\left\|\left(\sum_{n=1}^{\infty} \frac{v_{n}}{n^{4}} \sum_{j=1}^{n-1} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \\
& \quad \leq C_{p}\left\|\left(\sum_{n=1}^{\infty} \frac{v_{n}}{n^{3}} \frac{1}{r_{n+1}-r_{n}} \int_{r_{n}}^{r_{n+1}}\left|\frac{\partial}{\partial r} P_{r}^{\kappa} f\right|^{2} d r\right)^{\frac{1}{2}}\right\|_{\kappa, p} \leq C_{p}\|g(f)\|_{\kappa, p} .
\end{aligned}
$$

Letting $N \rightarrow \infty$, we deduce the desired inequality (2.48).

## 5. Proof of Theorem 2.2

LEMMA 5.1. If $\left\{\mu_{j}\right\}$ is a sequence of complex numbers satisfying $\left(A_{k}\right)$ for some positive integer $k$, then $\left\{\mu_{j}\right\}$ satisfies $\left(A_{i}\right)$ for all $1 \leq i \leq k$, with a possible change of the absolute constant $M$.

Proof. It suffices to show that $\left(A_{k}\right)$ implies $\left(A_{k-1}\right)$ for any $k \geq 2$. Indeed, if $k \geq 2$ then $\left(A_{k}\right)$ implies that $\sum_{\ell=1}^{\infty}\left|\triangle^{k} \mu_{\ell}\right|<\infty$, and hence, from the proof of Lemma 4.4, it follows that $\lim _{\ell \rightarrow \infty} \triangle^{k-1} \mu_{\ell}=0$. Thus,

$$
\sum_{\ell=2^{j}+1}^{2^{j+1}}\left|\triangle^{k-1} \mu_{\ell}\right| \leq \sum_{\ell=2^{j}+1}^{2^{j+1}} \sum_{i=\ell}^{\infty}\left|\triangle^{k} \mu_{i}\right| \leq 2^{j} \sum_{i=2^{j}+1}^{\infty}\left|\triangle^{k} \mu_{i}\right| \leq 2 M 2^{-j(k-2)}
$$

which proves $\left(A_{k-1}\right)$.

LEMMA 5.2. Let $\left\{a_{j}\right\}_{j=0}^{\infty}$ be a sequence of complex numbers, and let $\delta$ be a nonnegative integer. If $\left\{\mu_{j}\right\}_{j=0}^{\infty}$ is a sequence of complex numbers satisfying $\left(A_{0}\right)$ and $\left(A_{\delta+1}\right)$, then the Cesàro means $\sigma_{N}^{\delta}:=\left(A_{N}^{\delta}\right)^{-1} \sum_{j=0}^{N} A_{N-j}^{\delta} \mu_{j} a_{j}$ of the sequence $\left\{\mu_{j} a_{j}\right\}$ can be written in the form $\sigma_{N}^{\delta}=\mu_{N} S_{N}^{\delta}+\sum_{\ell=0}^{N-1} C_{\ell, N}^{\delta} S_{\ell}^{\delta}$, where $S_{\ell}^{\delta}=$ $\left(A_{\ell}^{\delta}\right)^{-1} \sum_{j=0}^{\ell} A_{\ell-j}^{\delta} a_{j}$, and the constants $C_{\ell, N}^{\delta}$ are independent of $\left\{a_{j}\right\}$ and satisfy

$$
\begin{equation*}
\left|C_{\ell, N}^{\delta}\right| \leq c \sum_{k=1}^{\delta+1}(\ell+1)^{k-1}\left|\triangle^{k} \mu_{\ell}\right|, \quad \ell=0,1, \cdots, N-1 \tag{2.51}
\end{equation*}
$$

Proof. Using Lemma 4.4, we have, for $0<r<1$,

$$
\sum_{n=0}^{\infty} A_{n}^{\delta} \sigma_{n}^{\delta} r^{n}=(1-r)^{-\delta-1} \sum_{n=0}^{\infty} \mu_{n} a_{n} r^{n}=(1-r)^{-\delta-1} \sum_{n=0}^{\infty} \triangle^{\delta+1}\left(\mu_{n} r^{n}\right) A_{n}^{\delta} S_{n}^{\delta}
$$

whereas, by (2.33), one has

$$
\begin{aligned}
\triangle^{\delta+1}\left(\mu_{n} r^{n}\right) & =\sum_{k=0}^{\delta+1}\binom{\delta+1}{k}\left(\triangle^{k} \mu_{n}\right)\left(\triangle^{\delta+1-k} r^{n+k}\right) \\
& =\sum_{k=0}^{\delta+1}(-1)^{k} A_{k}^{-\delta-2}\left(\triangle^{k} \mu_{n}\right) r^{n+k}(1-r)^{\delta+1-k}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\sum_{n=0}^{\infty} A_{n}^{\delta} \sigma_{n}^{\delta} r^{n} & =\sum_{k=0}^{\delta+1}(-1)^{k} A_{k}^{-\delta-2}(1-r)^{-k}\left(\sum_{n=0}^{\infty}\left(\triangle^{k} \mu_{n}\right) A_{n}^{\delta} S_{n}^{\delta} r^{n+k}\right) \\
& =\sum_{N=0}^{\infty}\left(\sum_{k=0}^{\delta+1}(-1)^{k} A_{k}^{-\delta-2} \sum_{\substack{i+j=N-k \\
i, j \geq 0}} A_{j}^{k-1}\left(\triangle^{k} \mu_{i}\right) A_{i}^{\delta} S_{i}^{\delta}\right) r^{N}
\end{aligned}
$$

Comparing the coefficients of $s^{N}$ yields

$$
\begin{aligned}
\sigma_{N}^{\delta} & =\left(A_{N}^{\delta}\right)^{-1} \sum_{k=0}^{\delta+1}(-1)^{k} A_{k}^{-\delta-2} \sum_{i=0}^{N-k} A_{N-k-i}^{k-1}\left(\triangle^{k} \mu_{i}\right) A_{i}^{\delta} S_{i}^{\delta} \\
& =\left(A_{N}^{\delta}\right)^{-1} \sum_{\ell=0}^{N} A_{\ell}^{\delta} S_{\ell}^{\delta} \sum_{k=0}^{\min \{N-\ell, \delta+1\}}(-1)^{k} A_{k}^{-\delta-2} A_{N-k-\ell}^{k-1} \triangle^{k} \mu_{\ell} \\
& =\mu_{N} S_{N}^{\delta}+\sum_{\ell=0}^{N-1} C_{\ell, N}^{\delta} S_{\ell}^{\delta}
\end{aligned}
$$

where

$$
C_{\ell, N}^{\delta}=\left(A_{N}^{\delta}\right)^{-1} A_{\ell}^{\delta} \sum_{k=1}^{\min \{N-\ell, \delta+1\}}(-1)^{k} A_{k}^{-\delta-2} A_{N-\ell-k}^{k-1} \triangle^{k} \mu_{\ell}
$$

for $0 \leq \ell \leq N-1$, and we have used the fact that $A_{N-\ell}^{-1}=0$ for $\ell<N$.
Finally, for $0 \leq \ell \leq N-1$, we have

$$
\begin{aligned}
\left|C_{\ell, N}^{\delta}\right| & \leq C \ell^{\delta} N^{-\delta} \sum_{k=1}^{\delta+1}(N-\ell)^{k-1}\left|\triangle^{k} \mu_{\ell}\right| \leq C \sum_{k=1}^{\delta+1}(N-\ell)^{k-1}\left(\frac{\ell}{N}\right)^{k-1}\left|\triangle^{k} \mu_{\ell}\right| \\
& \leq C \sum_{k=1}^{\delta+1} \ell^{k-1}\left|\triangle^{k} \mu_{\ell}\right|
\end{aligned}
$$

which proves the desired inequality (2.51).

Now we are in a position to prove Theorem 2.2.
Proof of Theorem 2.2. Without loss of generality, we may assume $\mu_{0}=0$ and $M=1$. Let $\delta$ be the smallest integer $>\lambda_{\kappa}$. Then (2.30) follows by Theorem 3.14. Now let $F=\sum_{j=1}^{\infty} \mu_{j} \operatorname{proj}_{j}^{\kappa} f$. By Theorems 4.2 and 4.3 , it suffices to show that the inequality

$$
\begin{equation*}
g_{\delta}(F) \leq C\left(\sum_{n=1}^{\infty}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} v_{n} n^{-1}\right)^{\frac{1}{2}} \tag{2.52}
\end{equation*}
$$

holds for some sequence $\left\{v_{n}\right\}$ of positive numbers satisfying $\sup _{N} N^{-1} \sum_{j=1}^{N} v_{j}<\infty$.
To show (2.52), we use Lemma 5.2 to obtain

$$
\begin{array}{r}
S_{n}^{\delta+1} F-S_{n}^{\delta} F=\frac{-1}{n+}\left(A_{n}^{\delta}\right)^{-1} \sum_{j=0}^{n} A_{n-j}^{\delta} \mu_{j} j \operatorname{proj}_{j}^{\kappa} f \\
=\frac{1}{n+\delta+1}\left(\mu_{n} \sigma_{n}^{\delta}+\sum_{\ell=0}^{n-1} C_{\ell, n}^{\delta} \sigma_{\ell}^{\delta}\right),
\end{array}
$$

where

$$
\sigma_{\ell}^{\delta}=-\left(A_{\ell}^{\delta}\right)^{-1} \sum_{j=0}^{\ell} A_{\ell-j}^{\delta} j \operatorname{proj}_{j}^{\kappa} f=(\ell+\delta+1)\left(S_{\ell}^{\delta+1} f-S_{\ell}^{\delta} f\right)
$$

It then follows by (2.51) that

$$
\left|S_{n}^{\delta+1} F-S_{n}^{\delta} F\right| \leq\left|\mu_{n}\right|\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|+C n^{-1} \sum_{j=1}^{\delta+1} \sum_{\ell=1}^{n-1} \ell^{j}\left|\triangle^{j} \mu_{\ell}\right|\left|S_{\ell}^{\delta+1} f-S_{\ell}^{\delta} f\right| .
$$

Using Lemma 5.1 and $\left(A_{\delta+1}\right)$, we have

$$
\begin{equation*}
\sum_{j=1}^{\delta+1} \sum_{\ell=1}^{n-1} \ell^{j}\left|\triangle^{j} \mu_{\ell}\right| \leq c n \tag{2.53}
\end{equation*}
$$

Thus, using the Cauchy-Schwartz inequality, we deduce

$$
\begin{aligned}
\left|g_{\delta}(F)\right|^{2} & \leq c\left|g_{\delta}(f)\right|^{2}+c \sum_{j=1}^{\delta+1} \sum_{n=1}^{\infty} n^{-2}\left(\sum_{\ell=1}^{n-1} \ell^{j}\left|\triangle^{j} \mu_{\ell}\right|\left|S_{\ell}^{\delta+1} f-S_{\ell}^{\delta} f\right|^{2}\right) \\
& \leq c\left|g_{\delta}(f)\right|^{2}+c \sum_{\ell=1}^{\infty}\left|S_{\ell}^{\delta+1} f-S_{\ell}^{\delta} f\right|^{2} \sum_{j=1}^{\delta+1} \ell^{j-1}\left|\triangle^{j} \mu_{\ell}\right| \\
& \leq c \sum_{n=1}^{\infty}\left|S_{n}^{\delta+1} f-S_{n}^{\delta} f\right|^{2} v_{n} n^{-1},
\end{aligned}
$$

where $v_{n}=1+\sum_{j=1}^{\delta+1}\left|\triangle^{j} \mu_{n}\right| n^{j}$. Finally, it follows directly from (2.53) that

$$
n^{-1} \sum_{\ell=1}^{n} v_{\ell}=1+\sum_{j=1}^{\delta+1} n^{-1} \sum_{\ell=1}^{n} \ell^{j}\left|\triangle^{j} \mu_{\ell}\right| \leq c .
$$

This completes the proof of Theorem 2.2.

## 6. Notes and Further Results

The theory of $h$-harmonics is pioneered by C. Dunkl. The Dunkl operators were introduced in [35] and the intertwining operators and the integral kernel appeared in [36]. For more results on h-spherical harmonic analysis for general reflection groups, we refer to [38].

The first study of $h$-harmonic expansions appeared in $[\mathbf{9 5}, \mathbf{9 6}]$. The multiplier theorem (Theorem 2.2) and its analogue on the unit ball and the simplex were proved in $[\mathbf{2 4}]$. The Littlewood-Paley theory in Section 4 and the proof of Theorem 2.2 follow essentially the argument in Bonami and Clerc [5], The proof has been substantially simplified by using the operators defined via a cut-off function. A classical reference on general Littlewood-Paley theory is [78].

## CHAPTER 3

## Sharp Jackson and sharp inverse inequalities

## 1. Introduction

For trigonometric polynomials on $[-\pi, \pi] \equiv \mathbb{T}$, M. Timan $[83]$ proved that for $1<p<\infty$,

$$
\begin{equation*}
n^{-r}\left\{\sum_{k=1}^{n} k^{s r-1} E_{k}(f)_{p}^{s}\right\}^{1 / s} \leq C(r, p) \omega^{r}\left(f, n^{-1}\right)_{p}, \quad s=\max (p, 2) \tag{3.1}
\end{equation*}
$$

where $r \in \mathbb{N}$,

$$
E_{k}(f)_{p}=\min \left\{\left\|f-T_{n}\right\|_{L_{p}(\mathbb{T})}: T_{n} \in \operatorname{span}_{k<n}\{\sin k t, \cos k t\}\right\}
$$

and

$$
\omega^{r}(f, t)_{p}=\sup _{|h| \leq t}\left\|\sum_{j=0}^{r}(-1)^{r-j}\binom{r}{j} f(\cdot+j h)\right\|_{L_{p}(\mathbb{T})}
$$

Inequality (3.1) is clearly stronger than the classical Jackson inequality, $E_{n}(f)_{p} \leq$ $C \omega^{r}(f, 1 / n)_{p}$, for $1<p<\infty$. We call the generalization of Jackson-type inequality of the type given by (3.1) a sharp Jackson inequality.

An estimate of $\omega^{r}(f, t)_{p}$ in the direction opposite to (3.1) was also proved by M. Timan [82]: For $1<p<\infty$ and $r \in \mathbb{N}$,

$$
\begin{equation*}
\omega^{r}(f, 1 / n)_{p} \leq C_{1}(r, p) n^{-r}\left\{\sum_{k=1}^{n} k^{r q-1} E_{k}(f)_{p}^{q}\right\}^{1 / q}, q=\min (p, 2) \tag{3.2}
\end{equation*}
$$

This estimate is essentially equivalent to the following: For $1<p<\infty$ and $r \in \mathbb{N}$,

$$
\begin{equation*}
\omega^{r}(f, t)_{p} \leq C_{2}(r, p) t^{r}\left\{\int_{t}^{1 / 2} u^{-q r-1} \omega^{r+1}(f, u)_{p}^{q} d u\right\}^{1 / q}, q=\min (p, 2) \tag{3.3}
\end{equation*}
$$

Inequalities (3.2) and (3.3) are sometimes called a sharp inverse and a sharp Marchaud inequality respectively.

Similar to the sharp Marchaud inequality (3.3), one has in the other direction the formula: For $1<p<\infty$,

$$
\begin{equation*}
t^{r}\left\{\int_{t}^{1 / 2} \frac{\omega^{r+1}(f, u)_{p}^{s}}{u^{s r+1}} d u\right\}^{1 / s} \leq C \omega^{r}(f, t)_{p}, \quad s=\max (p, 2) \tag{3.4}
\end{equation*}
$$

which is equivalent to (3.1).
Of particular interest is the case when $p=2$, where, using (3.1) and (3.2), we have

$$
\omega^{r}(f, 1 / n)_{2} \sim n^{-r}\left\{\sum_{k=1}^{n} k^{2 r-1} E_{k}(f)_{p}^{2}\right\}^{1 / 2}
$$

The main goal in this chapter is to prove the multivariate analogues of the sharp Jackson (3.1) and the sharp inverse (3.2). While our method is applicable to more general settings, we shall focus only on ordinary spherical harmonic expansions for
the sake of simplicity. The main tool in our argument is the multiplier theorem proved in the last chapter.

We organize the chapter as follows. Section 2 contains some preliminary results for spherical polynomial approximation for the rest of the chapter. In Section 3, we prove a refined version of the Littlewood-Paley inequality, which will be our main tool for the proof of the sharp Jackson inequality. The sharp Marchaud inequality and the sharp Jackson inequality are proved in Section 4 and Section 5 respectively. Finally, in Section 6, examples are given to show the optimality of the power $q$ in the sharp Mauchaud inequality.

## 2. Preliminaries

In this section, we collect some of the known results on polynomial approximation on the sphere. Most of these results can be found in [92] and [30].

We start with the following definition of translation operators, which will be used to introduce a modulus of smoothness on the sphere:

Definition 2.1. The translation operator $S_{\theta}$ with step $\theta \in[0, \pi]$ is defined by

$$
S_{\theta}(f)(x):=\frac{1}{\left|\mathbb{S}^{d-2}\right| \sin ^{d-2} \theta} \int_{\left\{y \in \mathbb{S}^{d-1}:\langle x, y\rangle=\cos \theta\right\}} f(y) d \ell_{x, \theta}(y), \quad x \in \mathbb{S}^{d-1}
$$

where $f \in L^{1}\left(\mathbb{S}^{d-1}\right)$ and $d \ell_{x, \theta}(y)$ denotes the Lebesgue measure element on the set $\left\{y \in \mathbb{S}^{d-1}: y \cdot x=\cos \theta\right\}$.

A significant fact on the operator $S_{\theta}$ lies in the fact that

$$
\int_{\mathbb{S}^{d-1}} f(y) K(\langle x, y\rangle) d \sigma(y)=\left|\mathbb{S}^{d-2}\right| \int_{0}^{\pi} S_{\theta}(f)(x) K(\cos \theta) \sin ^{d-2} \theta d \theta, \quad x \in \mathbb{S}^{d-1}
$$

We collect some useful results on $S_{\theta}$ in the following lemma.
Lemma 2.2. (i) For each $\theta, S_{\theta}$ is a multiplier operator on $\mathbb{S}^{d-1}$ in the sense that

$$
\begin{equation*}
\operatorname{proj}_{k}\left(S_{\theta}(f)\right)=\frac{C_{k}^{\lambda}(\cos \theta)}{C_{k}^{\lambda}(1)} \operatorname{proj}_{k}(f), \quad k=0,1, \cdots, \tag{3.5}
\end{equation*}
$$

where $\lambda=\frac{d-2}{2}$.
(ii) Each $S_{\theta}$ is a positive operator satisfying

$$
\begin{equation*}
\left\|S_{\theta} f\right\|_{p} \leq\|f\|_{p}, \quad 1 \leq p \leq \infty . \tag{3.6}
\end{equation*}
$$

(iii) If the dimension $d$ is even, then $S_{\theta}$ can be expressed as

$$
\begin{equation*}
S_{\theta} f(x)=\int_{S O(d)} f\left(Q^{-1} M_{\theta} Q x\right) d Q, \quad x \in \mathbb{S}^{d-1}, \theta \in \mathbb{R} \tag{3.7}
\end{equation*}
$$

where $S O(d)$ denotes the group of $d \times d$ orthogonal matrices with determinant 1 , $d Q$ is the Haar measure on $S O(d)$ normalized by $\int_{S O(d)} d Q=1$, and $M_{\theta}$ is a $d \times d$ matrix given by

$$
M_{\theta}:=\left\{\begin{array}{ccccc}
\cos \theta & \sin \theta & & & \\
-\sin \theta & \cos \theta & & & \\
& & \ddots & & \\
& & & \cos \theta & \sin \theta \\
& & & -\sin \theta & \cos \theta
\end{array}\right\}
$$

Next, we define the moduli of smoothness on the sphere.

Definition 2.3. If $f \in L^{p}\left(\mathbb{S}^{d-1}\right)$ and $1 \leq p<\infty$, or $f \in C\left(\mathbb{S}^{d-1}\right)$ and $p=\infty$, then the rth order modulus of smoothness of $f$ in $L^{p}$-metric is defined by

$$
\omega^{r}(f, t)_{p}=\sup _{0<\theta \leq t}\left\|\triangle_{\theta}^{r} f\right\|_{p}
$$

where

$$
\begin{equation*}
\triangle_{t}^{r}:=\left(I-S_{t}\right)^{\frac{r}{2}} \equiv \sum_{k=0}^{\infty} \frac{\frac{r}{2}\left(\frac{r}{2}-1\right) \cdots\left(\frac{r}{2}-k+1\right)}{k!}\left(S_{t}\right)^{k} \tag{3.8}
\end{equation*}
$$

The modulus of smoothness defined above is equivalent to a K-functional defined in terms of the fractional Laplacian-Beltrami operator. Recall that the Laplace -Beltrami operator $\Delta_{0}$ on $\mathbb{S}^{d-1}$ is defined by

$$
\Delta_{0} f(x):=\Delta_{\mathbb{R}^{d}} F(x), \quad x \in \mathbb{S}^{d-1}, \quad f \in C^{2}\left(\mathbb{S}^{d-1}\right)
$$

with $\Delta_{\mathbb{R}^{d}}=\sum_{j=1}^{d} \frac{\partial^{2}}{\partial x_{j}^{2}}$ and $F(y):=f\left(y|y|^{-1}\right)$, and that the space $\mathcal{H}_{k}^{d}$ of spherical harmonics of degree $k$ on $\mathbb{S}^{d-1}$ is the space of eigenfunctions of $\Delta_{0}$ corresponding to the eigenvalue $\lambda_{k}=-k(k+d-2)$ :

$$
\mathcal{H}_{k}^{d}=\left\{f \in C^{2}\left(\mathbb{S}^{d-1}\right): \quad \Delta_{0} f=\lambda_{k} f\right\}, \quad k=0,1, \cdots
$$

From now on, we set $X^{p}=L^{p}\left(\mathbb{S}^{d-1}\right)$ for $1 \leq p<\infty$ and $X^{p}=C\left(\mathbb{S}^{d-1}\right)$ for $p=\infty$.

Definition 2.4. Give $\gamma \in \mathbb{R}$, we define the fractional Laplace -Beltrami operator $\left(-\Delta_{0}\right)^{\gamma}$ in a distributional sense by

$$
\operatorname{proj}_{k}\left(-\Delta_{0}\right)^{\gamma} f= \begin{cases}0, & \text { if } k=0 \\ (-k(k+d-2))^{\gamma} \operatorname{proj}_{k}(f), & \text { if } k=1,2, \cdots\end{cases}
$$

For $r>0$ and $1 \leq p \leq \infty$, the Sobolev space $W_{p}^{r}$ on $\mathbb{S}^{d-1}$ is defined to be

$$
W_{p}^{r}:=\left\{f \in X^{p}\left(\mathbb{S}^{d-1}\right): \quad\left(-\Delta_{0}\right)^{r / 2} f \in X^{p}\left(\mathbb{S}^{d-1}\right), \quad \int_{\mathbb{S}^{d-1}} f(x) d \sigma(x)=0\right\}
$$

Definition 2.5. For $r>0,1 \leq p \leq \infty$ and $f \in X^{p}$, we define

$$
\begin{equation*}
K_{r}(f, t)_{p}:=\inf \left\{\|f-g\|_{p}+t^{r}\left\|\left(-\Delta_{0}\right)^{\frac{r}{2}} g\right\|_{p}: g \in W_{p}^{r}\right\} \tag{3.9}
\end{equation*}
$$

We sometimes write $h^{(\alpha)}=\left(-\Delta_{0}\right)^{\frac{\alpha}{2}} h$ for $h \in W_{1}^{\alpha}$ for the sake of simplicity.
THEOREM 2.6. For $r>0,1 \leq p \leq \infty$ and $f \in X^{p}$,

$$
\begin{equation*}
\omega^{r}(f, t)_{p} \sim K_{r}\left(f, t^{r}\right)_{p}, \quad 1 \leq p \leq \infty, \quad t>0 \tag{3.10}
\end{equation*}
$$

where the constants of equivalence depend only on $p, r$ and $d$.
Definition 2.7. Let $f \in L^{p}\left(\mathbb{S}^{d-1}\right)$ if $1 \leq p<\infty$ and $f \in C\left(\mathbb{S}^{d-1}\right)$ if $p=\infty$. For $n \geq 0$, the error of the best approximation to $f$ by polynomials of degree at most $n$ is defined by

$$
\begin{equation*}
E_{n}(f)_{p}:=\inf _{g \in \Pi_{n}\left(\mathbb{S}^{d-1}\right)}\|f-g\|_{p}, \quad 1 \leq p \leq \infty \tag{3.11}
\end{equation*}
$$

The best approximation element exists, since $\Pi_{n}^{d}\left(\mathbb{S}^{d-1}\right)$ is a finite dimensional space, by a general theorem in the Banach space ( $[\mathbf{2 9}$, p. 59]). Finding such a polynomial, however, is not easy. For most applications, fortunately, it is sufficient to find a polynomial that is near best approximation.

Definition 2.8. Let $\eta$ be a $C^{\infty}$-function on $[0, \infty)$ such that $\eta(t)=1$ for $0 \leq t \leq 1$ and $\eta(t)=0$ for $t \geq \frac{3}{2}$. Define

$$
\begin{equation*}
L_{n}(f)=\sum_{k=0}^{2 n} \eta\left(\frac{k}{n}\right) \operatorname{proj}_{k}(f), \quad n>0 \tag{3.12}
\end{equation*}
$$

Theorem 2.9. Let $f \in L^{p}$ if $1 \leq p<\infty$ and $f \in C\left(\mathbb{S}^{d-1}\right)$ if $p=\infty$. Then
(1) $L_{n} f \in \Pi_{2 n-1}^{d}$ and $L_{n} f=f$ for $f \in \Pi_{n}^{d}$.
(2) For $n \in \mathbb{N},\left\|L_{n} f\right\|_{p} \leq c\|f\|_{p}$.
(3) For $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|f-L_{n} f\right\|_{p} \leq(1+c) E_{n}(f)_{p} \tag{3.13}
\end{equation*}
$$

We have the following very useful result:
Theorem 2.10. For $1 \leq p \leq \infty, r \in \mathbb{N}$, and $n \in \mathbb{N}$,

$$
\begin{equation*}
K_{r}\left(f, n^{-1}\right)_{p} \sim\left\|f-L_{n} f\right\|_{p}+n^{-r}\left\|\left(-\Delta_{0}\right)^{\frac{r}{2}} L_{n} f\right\|_{p} \tag{3.14}
\end{equation*}
$$

where the constants of equivalence are independent of $f$ and $n$.
Equivalence (3.14) is sometimes called the realization result for the K-functional. In general, such a result follows from the Cesàro summability of the orthogonal expansions.

Using the above theorem and the Bernstein inequality for spherical polynomials, we deduce the classical Jackson inequality and its Stechkin type inverse:

TheOrem 2.11. If $f \in L^{p}\left(\mathbb{S}^{d-1}\right)$ and $1 \leq p<\infty$ or $f \in C\left(\mathbb{S}^{d-1}\right)$ and $p=\infty$, then for $r>0$,

$$
\begin{equation*}
E_{n}(f)_{p} \leq C_{p, r} K_{r}\left(f, n^{-1}\right)_{p}, \quad n=1,2, \cdots, \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{r}\left(f, n^{-1}\right)_{p} \leq c_{p, r} n^{-r} \sum_{0 \leq k \leq n}(k+1)^{r-1} E_{k}(f)_{p} \tag{3.16}
\end{equation*}
$$

For general orthogonal expansions, Theorem 2.11 above follows from the Cesàro summability.

## 3. The Littlewood-Paley inequality

We start with the following definition.
Definition 3.1. Let $\eta \in C^{\infty}[0, \infty)$ be as in Definition 2.8, and let $\theta(x)=$ $\eta(2 x)-\eta(4 x)$. Define $\theta_{0}(f)=\operatorname{proj}_{0}(f)$, and

$$
\theta_{j}(f):=L_{2^{j-1}} f-L_{2^{j-2}} f=\sum_{n=0}^{\infty} \theta\left(\frac{n}{2^{j}}\right) \operatorname{proj}_{n}(f), \quad j=1,2, \cdots
$$

Since $\lim _{n \rightarrow \infty} L_{n} f=f$ in $X^{p}$ for $1 \leq p \leq \infty$, it follows that

$$
\begin{equation*}
f=\sum_{j=0}^{\infty} \theta_{j} f, \quad \text { in } X^{p} \tag{3.17}
\end{equation*}
$$

Theorem 3.2. For $1<p<\infty, \gamma \geq 0$ and $f \in W_{p}^{\gamma}\left(\mathbb{S}^{d-1}\right)$,

$$
\begin{equation*}
\left\|\left\{\sum_{j=1}^{\infty} 2^{2 j \gamma}\left(\theta_{j} f\right)^{2}\right\}^{1 / 2}\right\|_{p} \sim\left\|\left(-\Delta_{0}\right)^{\gamma / 2} f\right\|_{p} \tag{3.18}
\end{equation*}
$$

where the constants of equivalence depend only on $p, d$ and $\gamma$.

Proof. We first prove the inequality

$$
\begin{equation*}
\left\|\left\{\sum_{j=1}^{\infty} 2^{2 j \gamma}\left(\theta_{j} f\right)^{2}\right\}^{1 / 2}\right\|_{p} \leq C(p, \gamma)\left\|\left(-\Delta_{0}\right)^{\gamma / 2} f\right\|_{p}, \quad \gamma \in \mathbb{R} . \tag{3.19}
\end{equation*}
$$

Let $\left\{\xi_{j}\right\}_{j=0}^{\infty}$ be a sequence of independent, $\pm 1$-valued random variables with mean zero. Then

$$
\begin{equation*}
\left(\mathbb{E}\left|\sum_{j=0}^{\infty} a_{j} \xi_{j}\right|^{p}\right)^{1 / p} \sim\left(\sum_{j=0}^{\infty}\left|a_{j}\right|^{2}\right)^{\frac{1}{2}}, \quad \forall a_{j} \in \mathbb{R}, 0<p<\infty \tag{3.20}
\end{equation*}
$$

Consider the (random) linear operator

$$
\begin{equation*}
T f=\sum_{j=0}^{\infty} 2^{j \gamma} \xi_{j}\left[\theta_{j}\left(\left(-\Delta_{0}\right)^{-\gamma / 2} f\right)\right] \tag{3.21}
\end{equation*}
$$

Clearly, $T f$ can be rewritten in the form

$$
T f=\sum_{k=1}^{\infty} \mu_{k} \operatorname{proj}_{k} f
$$

where $\mu_{k}=A(k)$, and

$$
A(u):=(-u(u+d-2))^{-\gamma / 2} \sum_{j=1}^{\infty} 2^{j \gamma} \theta\left(\frac{u}{2^{j}}\right) \xi_{j} .
$$

A straightforward computation shows that

$$
\left\|\left(\frac{d}{d u}\right)^{r} A(u)\right\| \leq C_{r} u^{-r}, \quad u \geq 1, \quad r=0,1, \cdots
$$

which implies that

$$
\Delta^{r} \mu_{k} \leq C_{r}^{\prime} k^{-r}, \quad r=0,1, \cdots,
$$

where the constants $C_{r}$ and $C_{r}^{\prime}$ are independent of the random variables $\xi_{j}$. Thus, by the Marcinkiewitcz multiplier theorem proved in last chapter, it follows that

$$
\begin{equation*}
\|T f\|_{p} \leq C_{p}\|f\|_{p} \tag{3.22}
\end{equation*}
$$

where $C_{p}$ is a constant depending only on $p$ and $d$. Using (3.20), (3.21), and (3.22), we deduce

$$
\left(\sum_{j=0}^{\infty} 2^{2 j \gamma}\left|\theta_{j}\left(\left(-\Delta_{0}\right)^{-\gamma / 2} f\right)\right|^{2}\right)^{\frac{1}{2}} \sim\left(\mathbb{E}\|T f\|^{p}\right)^{1 / p} \leq C_{p}\|f\|_{p}
$$

Replacing $\|f\|_{p}$ with $\left(-\Delta_{0}\right)^{\gamma / 2} f$ yields the desired inequality (3.19).
The inverse inequality

$$
\begin{equation*}
\left\|\left\{\sum_{j=1}^{\infty} 2^{2 j \gamma}\left(\theta_{j} f\right)^{2}\right\}^{1 / 2}\right\|_{p} \geq C^{\prime}(p, \gamma)\left\|\left(-\Delta_{0}\right)^{\gamma / 2} f\right\|_{p} \tag{3.23}
\end{equation*}
$$

follows by a duality argumemt. Indeed, let $g \in L_{p^{\prime}}\left(\mathbb{S}^{d-1}\right)$ be such that $\|g\|_{p^{\prime}}=1$ and $\left\|\left(-\Delta_{0}\right)^{\gamma / 2} f\right\|_{p}=\int_{\mathbb{S}^{d-1}}\left[\left(-\Delta_{0}\right)^{\gamma / 2} f\right] g d \sigma(x)$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Let $g_{1} \in$ $W_{p^{\prime}}^{\gamma}$ be such that $\left\|g-g_{1}\right\|_{p^{\prime}} \leq \frac{1}{2}$. Then $\left\|g_{1}\right\|_{p^{\prime}} \leq \frac{3}{2}$ and $\frac{1}{2}\left\|\left(-\Delta_{0}\right)^{\gamma / 2} f\right\|_{p} \leq$
$\int_{\mathbb{S}^{d-1}}\left[\left(-\Delta_{0}\right)^{\gamma / 2} f\right] g_{1} d \sigma(x)$. Observe that $\int_{\mathbb{S}^{d-1}} \theta_{j}(F) \theta_{i}(G) d \sigma(x)=0$ for $|i-j| \geq 2$ and any $F, G \in L^{1}\left(\mathbb{S}^{d-1}\right)$. It follows that

$$
\begin{aligned}
\left\|\left(-\Delta_{0}\right)^{\gamma / 2} f\right\|_{p} & \leq 2 \int_{\mathbb{S}^{d-1}}\left[\left(-\Delta_{0}\right)^{\gamma / 2} f\right] g_{1} d \sigma(x)=2 \int_{\mathbb{S}^{d-1}} f\left[\left(-\Delta_{0}\right)^{\gamma / 2} g_{1}\right] d \sigma(x) \\
& =2 \sum_{k=-1}^{1} \sum_{j=\max (-k, 0)}^{\infty} \int_{\mathbb{S}^{d-1}}\left(\theta_{j} f\right)\left[\theta_{j+k}\left(\left(-\Delta_{0}\right)^{\gamma / 2} g_{1}\right)\right] d \sigma(x) \\
& \leq 6 \int_{\mathbb{S}^{d-1}}\left(\sum_{j=0}^{\infty}\left|\theta_{j} f\right|^{2} 2^{2 j \gamma}\right)^{1 / 2}\left(\sum_{j=0}^{\infty} 2^{-2 j \gamma}\left|\theta_{j}\left(\left(-\Delta_{0}\right)^{\gamma / 2} g_{1}\right)\right|^{2}\right)^{1 / 2} d \sigma(x) \\
& \leq 6\left\|\left(\sum_{j=0}^{\infty}\left|\theta_{j} f\right|^{2} 2^{2 j \gamma}\right)^{1 / 2}\right\|\left\|\left(\sum_{j=0}^{\infty} 2^{-2 j \gamma}\left|\theta_{j}\left(\left(-\Delta_{0}\right)^{\gamma / 2} g_{1}\right)\right|^{2}\right)^{1 / 2}\right\|_{p^{\prime}}
\end{aligned}
$$

which, using (3.19) applied to $-\gamma$ and $L_{p^{\prime}}$, is dominated by

$$
\begin{aligned}
& C\left\|\left(\sum_{j=0}^{\infty}\left|\theta_{j}(f)\right|^{2} 2^{2 j \gamma}\right)^{1 / 2}\right\|_{p}\left\|\left(-\Delta_{0}\right)^{-\gamma / 2}\left(-\Delta_{0}\right)^{\gamma / 2} g_{1}\right\|_{p^{\prime}} \\
& \leq C^{\prime}\left\|\left(\sum_{j=0}^{\infty}\left|\theta_{j}(f)\right|^{2} 2^{2 j \gamma}\right)^{1 / 2}\right\|_{p}
\end{aligned}
$$

## 4. The sharp Marchaud inequality

This section is devoted to proving the following sharp Marchaud inequality:
Theorem 4.1. For $\alpha>0$ and $1<p<\infty$ we have

$$
K_{\alpha}(f, t)_{p} \leq C t^{\alpha}\left(\int_{t}^{1} \frac{K_{\alpha+1}(f, u)_{p}^{q}}{u^{q \alpha+1}} d u\right)^{\frac{1}{q}}, \quad q=\min \{p, 2\} .
$$

From the Stechkin type inverse inequality 3.16 , it is easily seen that Theorem 4.1 is essentially equivalent to the following sharp inverse inequality:

Corollary 4.2. For $1<p<\infty$ and $\alpha>0$,

$$
\begin{equation*}
K_{\alpha}(f, 1 / n)_{p} \leq C_{1}(\alpha, p) n^{-\alpha}\left\{\sum_{k=1}^{n} k^{\alpha q-1} E_{k}(f)_{p}^{q}\right\}^{1 / q}, q=\min (p, 2) \tag{3.24}
\end{equation*}
$$

Recall that for the spherical harmonic expansions, we can define the Stein $g$ function as follows:

$$
\begin{equation*}
\widetilde{g}(f)=\left(\int_{0}^{1}\left|\frac{\partial}{\partial r} P_{r}(f)\right|^{2} r|\log r| d r\right)^{\frac{1}{2}} \tag{3.25}
\end{equation*}
$$

where $P_{r} f$ denotes the Poisson integral of $f$ :

$$
P_{r} f=\sum_{j=0}^{\infty} r^{j} \operatorname{proj}_{j} f, \quad r \in(0,1)
$$

The general theorem of Stein (Theorem 2.4 in Chapter 2) then asserts that for $1<p<\infty$ and $f \in L^{p}\left(\mathbb{S}^{d-1}\right)$ with $\int_{\mathbb{S}^{d-1}} f(x) d \sigma(x)=0$,

$$
\begin{equation*}
\|f\|_{p} \approx\|\widetilde{g}(f)\|_{p} \tag{3.26}
\end{equation*}
$$

We shall present a proof of Theorem 4.1 that works equally well for orthogonal expansions such that the associated Cesàro means of order $\delta$ are positive for some $\delta>0$, from which both (3.26) and the realization result (3.14) will follow.

Recall that we write $F^{(\alpha)}=\left(-\Delta_{0}\right)^{\frac{\alpha}{2}} F$ for $h \in W_{1}^{\alpha}$ for the sake of simplicity.
Now we are in a position to prove Theorem 4.1:

Proof. By the realization result (3.14), it suffices to show that

$$
\begin{equation*}
2^{-m \alpha}\left\|\left(L_{2^{m}}(f)\right)^{(\alpha)}\right\|_{p} \leq C 2^{-m \alpha}\left(\sum_{j=0}^{m} 2^{j \alpha q} K_{\alpha+1}\left(f, 2^{-j}\right)_{p}^{q}\right)^{\frac{1}{q}} \tag{3.27}
\end{equation*}
$$

with $q=\min \{p, 2\}$. For the rest of the proof, we set $h=\left(L_{2^{m}}(f)\right)^{(\alpha)}$ for simplicity. We then claim that for $\delta \geq 0$,

$$
\begin{equation*}
\widetilde{g}(h) \leq C\left(\sum_{j=0}^{\infty} 2^{-j(1+q)} \sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|^{q}\right)^{\frac{1}{q}}, \quad q=\min \{p, 2\} \tag{3.28}
\end{equation*}
$$

where $\widetilde{g}$ is given by (3.25). For the moment, we take the claim for granted and proceed with the proof.

Indeed, using (3.28) and (3.26), we obtain

$$
\begin{equation*}
\|h\|_{p} \leq C\|\widetilde{g}(h)\|_{p} \leq C\left(\sum_{j=0}^{\infty} 2^{-j(1+q)} \sum_{k=2^{j}}^{2^{j+1}-1}\left\|S_{k}^{\delta}\left(h^{\prime}\right)\right\|_{p}^{q}\right)^{\frac{1}{q}} \tag{3.29}
\end{equation*}
$$

where the last step uses the Minkovskii inequality for $p>2$. We break the first infinite sum in (3.29) into two parts: $\sum_{j=0}^{m-4}$ and $\sum_{j=m-3}^{\infty}$. Observe that if $2^{j} \leq$ $k \leq 2^{j+1}-1$ and $0 \leq j \leq m-4$, then

$$
\begin{equation*}
S_{k}^{\delta}\left(h^{\prime}\right)=L_{2^{j+2}}\left(S_{k}^{\delta}\left(h^{\prime}\right)\right)=S_{k}^{\delta}\left(L_{2^{j+2}}\left(h^{\prime}\right)\right)=S_{k}^{\delta}\left(\left(L_{2^{j+2}}(f)\right)^{(\alpha+1)}\right) \tag{3.30}
\end{equation*}
$$

It follows that for $\delta>\lambda:=\frac{d-2}{2}$,

$$
\begin{align*}
& \left(\sum_{j=0}^{m-4} 2^{-j(1+q)} \sum_{k=2^{j}}^{2^{j+1}-1}\left\|S_{k}^{\delta}\left(h^{\prime}\right)\right\|_{p}^{q}\right)^{\frac{1}{q}}  \tag{3.31}\\
& \quad \leq C\left(\sum_{j=0}^{m-4} 2^{-j q}\left\|\left(L_{2^{j+2}}(f)\right)^{(\alpha+1)}\right\|_{p}^{q}\right)^{\frac{1}{q}} \\
& \quad=C\left(\sum_{j=0}^{m-4} 2^{j \alpha q}\left\|2^{-j(\alpha+1)}\left(L_{2^{j+2}}(f)\right)^{(\alpha+1)}\right\|_{p}^{q}\right)^{\frac{1}{q}} \\
& \quad \leq C\left(\sum_{j=0}^{m-4} 2^{j \alpha q} K_{\alpha+1}\left(f, 2^{-j}\right)_{p}^{q}\right)^{\frac{1}{q}} \tag{3.32}
\end{align*}
$$

where the second step uses (3.30) and the Cesàro $(C, \delta)$-summability of spherical harmonic expansions for $\delta>\frac{d-2}{2}$, and the last step uses the realization result (3.14). On the other hand, for the sum $\sum_{j \geq m-3}$, using the Cesàro $(C, \delta)$-summability for $\delta>\lambda$, we obtain

$$
\begin{align*}
& \left(\sum_{j=m-3}^{\infty} 2^{-j(1+q)} \sum_{k=2^{j}}^{2^{j+1}-1}\left\|S_{k}^{\delta}\left(h^{\prime}\right)\right\|_{p}^{q}\right)^{\frac{1}{q}} \leq C\left(\sum_{j=m-3}^{\infty} 2^{-j q}\right)^{\frac{1}{q}}\left\|h^{\prime}\right\|_{p} \\
& \quad \leq C 2^{-m}\left\|h^{\prime}\right\|_{p}=C 2^{-m}\left\|\left(L_{2^{m}}(f)\right)^{(\alpha+1)}\right\|_{p} \leq C 2^{m \alpha} K_{\alpha+1}\left(f, 2^{-m}\right)_{p} \tag{3.33}
\end{align*}
$$

where the last step uses the realization result (3.14) again. Therefore, combining (3.29), (3.32) with (3.33), we deduce the desired estimate (3.27).

It remains to prove the claim (3.28). We note that

$$
\frac{\partial}{\partial r} P_{r}(h)=\sum_{k=1}^{\infty} k r^{k-1} \operatorname{proj}_{k}(h)=(1-r)^{\delta+1} \sum_{k=1}^{\infty}\left(\sum_{j=1}^{k} j A_{k-j}^{\delta} \operatorname{proj}_{j}(h)\right) r^{k-1}
$$

where we used the identity, $\sum_{k=0}^{\infty} A_{k}^{\delta} r^{k}=(1-r)^{-1-\delta}$, in the last step. Thus,

$$
\begin{aligned}
\left|\frac{\partial}{\partial r} P_{r}(h)\right| & \leq(1-r)^{\delta+1} \sum_{k=1}^{\infty} A_{k}^{\delta}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right| r^{k-1} \\
& \leq C(1-r)^{1+\delta} \sum_{j=0}^{\infty} 2^{j \delta} r^{2^{j}-1} \sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|
\end{aligned}
$$

which, using the Cauchy-Schwartz inequality, implies

$$
\begin{align*}
\left|\frac{\partial}{\partial r} P_{r}(h)\right|^{2} & \leq C(1-r)^{2+2 \delta}\left(\sum_{j=0}^{\infty} 2^{j \delta} r^{2^{j}-1}\left(\sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|\right)^{2}\right)\left(\sum_{\ell=0}^{\infty} 2^{\ell \delta} r^{2^{\ell}-1}\right) \\
& =C \sum_{j=0}^{\infty}\left[2^{j \delta}\left(\sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|\right)^{2} \sum_{\ell=0}^{\infty} 2^{\ell \delta} r^{2^{\ell}+2^{j}-2}(1-r)^{2+2 \delta}\right] . \tag{3.34}
\end{align*}
$$

On the other hand, however, since

$$
r|\log r| \leq C(1-r), \quad r \in(0,1)
$$

and

$$
\frac{\Gamma(x+a)}{\Gamma(x)}=x^{a}+O\left(x^{a-1}\right), \quad \text { as } x \rightarrow \infty, \quad a \in \mathbb{R}
$$

it follows that

$$
\begin{aligned}
\sum_{\ell=0}^{\infty} 2^{\ell \delta} \int_{0}^{1} r^{2^{\ell}+2^{j}-2}(1-r)^{2+2 \delta} r|\log r| d r & \leq C \sum_{\ell=0}^{\infty} 2^{\ell \delta} \int_{0}^{1} r^{2^{\ell}+2^{j}-2}(1-r)^{3+2 \delta} d r \\
& =C \sum_{\ell=0}^{\infty} 2^{\ell \delta} \frac{\Gamma\left(2^{\ell}+2^{j}-1\right) \Gamma(4+2 \delta)}{\Gamma\left(2^{\ell}+2^{j}+3+2 \delta\right)} \\
& \leq C \sum_{\ell=0}^{\infty} 2^{\ell \delta}\left(2^{\ell}+2^{j}\right)^{-4-2 \delta} \\
& \leq C 2^{-j(\delta+4)}
\end{aligned}
$$

Thus, using (3.34) and (3.25), we conclude that

$$
\begin{equation*}
\widetilde{g}(h) \leq C\left(\sum_{j=0}^{\infty} 2^{-4 j}\left(\sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|\right)^{2}\right)^{\frac{1}{2}} \tag{3.35}
\end{equation*}
$$

Now using (3.35) and Hölder's inequality, we obtain for $1<p \leq 2$,

$$
|\widetilde{g}(h)|^{p} \leq C \sum_{j=0}^{\infty} 2^{-2 j p}\left(\sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|\right)^{p} \leq C \sum_{j=0}^{\infty} 2^{-j(p+1)} \sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|^{p}
$$

whereas for $2<p<\infty$,

$$
|\widetilde{g}(h)|^{2} \leq C \sum_{j=0}^{\infty} 2^{-3 j} \sum_{k=2^{j}}^{2^{j+1}-1}\left|S_{k}^{\delta}\left(h^{\prime}\right)\right|^{2}
$$

In either cases, we obtain the desired estimate (3.28), and hence complete the proof.

## 5. The sharp Jackson inequality

This section is devoted to showing the following sharp Jackson inequality.
Theorem 5.1. For $f \in L_{p}\left(\mathbb{S}^{d-1}\right), 1<p<\infty$ and $r>0$, we have

$$
t^{r}\left\{\sum_{1 \leq k \leq 1 / t} k^{s r-1} E_{k}(f)_{L_{p}\left(\mathbb{S}^{d-1}\right)}^{s}\right\}^{1 / s} \leq C \omega^{r}(f, t)_{L_{p}\left(\mathbb{S}^{d-1}\right)}, \quad s=\max (p, 2)
$$

Using Hardy's inequality and Theorem 2.11, it's easily seen that Theorem 5.1 is essentially equivalent to the following corollary:

Corollary 5.2. For $f \in L_{p}\left(\mathbb{S}^{d-1}\right)$, and $1<p<\infty$,

$$
t^{r}\left\{\int_{t}^{1 / 2} \frac{\left.\omega^{r+1}(f, u)_{L_{p}\left(\mathbb{S}^{d-1}\right.}^{s}\right)}{u^{r s+1}} d u\right\}^{1 / s} \leq C \omega^{r}(f, t)_{L_{p}\left(\mathbb{S}^{d-1}\right)}, \quad s=\max (p, 2)
$$

Our main tool for the proof of Theorem 5.1 is the Littlewood-Paley inequality (3.18).

Proof of Theorem 5.1. By monotonicity of $E_{j}(f)_{p}$ in $j$, it suffices to show that

$$
\begin{equation*}
2^{-n r}\left(\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}(f)_{p}^{s}\right)^{1 / s} \leq C K_{r}\left(f, 2^{-n}\right)_{p} \tag{3.36}
\end{equation*}
$$

Setting $g_{n}=L_{2^{n-1}} f$, we have

$$
E_{2^{n}}(f)_{p} \leq\left\|f-g_{n}\right\|_{p} \leq C K_{r}\left(f, 2^{-n r}\right)_{p}
$$

As $E_{m}\left(f-g_{n}\right)_{p} \leq\left\|f-g_{n}\right\|_{p}$ for all $m \in \mathbb{N}$, we have

$$
E_{2^{j}}(f)_{p} \leq E_{2^{j}}\left(f-g_{n}\right)+E_{2^{j}}\left(g_{n}\right)_{p} \leq\left\|f-g_{n}\right\|_{p}+E_{2^{j}}\left(g_{n}\right)_{p} .
$$

We can now write

$$
\begin{aligned}
& 2^{-n r}\left(\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}(f)_{p}^{s}\right)^{1 / s} \\
& \quad \leq 2^{-n r}\left(\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}\left(f-g_{n}\right)_{p}^{s}\right)^{1 / s}+2^{-n r}\left(\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}\left(g_{n}\right)_{p}^{s}\right)^{1 / s} \\
& \quad \leq \frac{2^{r}}{\left(2^{r s}-1\right)^{1 / s}}\left\|f-g_{n}\right\|_{p}+2^{-n r}\left(\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}\left(g_{n}\right)_{p}^{s}\right)^{1 / s}
\end{aligned}
$$

Therefore, it remains to show that

$$
I(n) \equiv 2^{-n r}\left(\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}\left(g_{n}\right)_{p}^{s}\right)^{1 / s} \leq C K_{r}\left(f, 2^{-n}\right)_{p}
$$

and using (3.14), it is sufficient to show

$$
I(n) \leq C 2^{-n r}\left\|\left(-\Delta_{0}\right)^{r / 2} g_{n}\right\|_{p}
$$

which can be written as

$$
\sum_{j=1}^{n} 2^{j r s} E_{2^{j}}\left(g_{n}\right)_{p}^{s} \leq C\left\|\left(-\Delta_{0}\right)^{r / 2} g_{n}\right\|_{p}^{s}
$$

Recalling that $\theta_{j}(f)=L_{2^{j-1}} f-L_{2^{j-2}} f$, we write for $j<n$

$$
\begin{aligned}
E_{2^{j+1}}\left(g_{n}\right)_{p} & \leq\left\|g_{n}-L_{2^{j}} g_{n}\right\|_{p}=\left\|L_{2^{n}} g_{n}-L_{2^{j}} g_{n}\right\|_{p} \\
& =\left\|\sum_{\ell=j+2}^{n+1} \theta_{\ell} g_{n}\right\|_{p} .
\end{aligned}
$$

Applying the Littlewood-Paley inequality given by (3.18) to $f=L_{2^{n}} g_{n}-L_{2^{j}} g_{n}$, and recalling that $L_{2^{i}}\left(L_{2^{n}} f-L_{2^{j}} f\right)=0$ for $i<j \leq n$ and that $\theta_{i}\left(L_{2^{n}} g_{n}-L_{2^{j}} g_{n}\right)$ $=0$ for $i>n+1$, we have for $1<p<\infty$

$$
\left\|L_{2^{n}} g_{n}-L_{2^{j}} g_{n}\right\|_{p} \sim\left\|\left(\sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}\right)^{1 / 2}\right\|_{p}
$$

We now have to show

$$
\begin{equation*}
\sum_{j=0}^{n+1} 2^{j r s}\left\|\left(\sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}\right)^{1 / 2}\right\|_{p}^{s} \leq C\left\|\left(-\Delta_{0}\right)^{r / 2} g_{n}\right\|_{p}^{s} \tag{3.37}
\end{equation*}
$$

for some $C$ independent of $n$.
We prove (3.37) separately for $1<p \leq 2$, in which case $s=2$, and for $2<p<$ $\infty$ in which case $s=p$. For $1<p \leq 2$ we use $\|f\|_{q}+\|g\|_{q} \leq\||f|+|g|\|_{q}$ for the quasinorm $\left\|\|_{q}\right.$ when $q \leq 1$, and obtain

$$
\begin{aligned}
& \sum_{j=1}^{n+1} 2^{j r 2}\left\|\sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}\right\|_{p / 2} \leq\left\|\sum_{j=1}^{n+1} 2^{j r 2} \sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}\right\|_{p / 2} \\
& \quad=\left\|\sum_{\ell=2}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2} \sum_{j=1}^{\ell-1} 2^{j r 2}\right\|_{p / 2} \leq C_{1}\left\|\sum_{\ell=2}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2} 2^{\ell r 2}\right\|_{p / 2} \\
& \quad=C_{1}\left\|\left(\sum_{\ell=2}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2} 2^{\ell r 2}\right)^{1 / 2}\right\|_{p}^{2}
\end{aligned}
$$

which, using (3.18), is controlled by

$$
C\left\|\left(-\Delta_{0}\right)^{r / 2} g_{n}\right\|_{p}^{s}
$$

This proves (3.37) for the case of $1<p \leq 2$.
To prove (3.37) in the case $2<p<\infty$ and $s=p$, we use the duality between $L_{p / 2}$ and $L_{q}$ where $q=\frac{p}{p-2}=\left(\frac{p}{2}\right)^{\prime}$, which implies for $\left\{b_{j}(x)\right\}_{j=1}^{n+1}$ where $b_{j}(x) \geq 0$ that there exists a sequence $C_{j}(x) \geq 0$ such that

$$
\sum_{j=1}^{n+1} 2^{j r p} C_{j}(x) b_{j}(x)=\left(\sum_{j=1}^{n+1} 2^{j r p} b_{j}(x)^{p / 2}\right)^{2 / p}
$$

and $\sum_{j=1}^{n+1} 2^{j r p} C_{j}(x)^{q}=1$. We choose $b_{j}(x)=\sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}$, and hence

$$
\begin{aligned}
I(n) & =\int_{\mathbb{S}^{d-1}} \sum_{j=0}^{n+1} 2^{j r p}\left(\sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}\right)^{p / 2} \\
& =\int_{\mathbb{S}^{d-1}}\left(\sum_{j=0}^{n+1} 2^{j r p} C_{j}(x) \sum_{\ell=j+1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2}\right)^{p / 2} \\
& =\int_{\mathbb{S}^{d-1}}\left(\sum_{\ell=1}^{n+1}\left(\theta_{\ell} g_{n}\right)^{2} \sum_{j=0}^{\ell-1} 2^{j r p} C_{j}(x)\right)^{p / 2}
\end{aligned}
$$

Using Hölder's inequality again, we have

$$
\begin{aligned}
\sum_{j=1}^{\ell-1} 2^{j r p} C_{j}(x) & \leq\left\{\sum_{j=1}^{\ell-1} 2^{j r p}\right\}^{2 / p}\left\{\sum_{j=1}^{\ell-1} 2^{j r p} C_{j}(x)^{q}\right\}^{1 / q} \\
& \leq C 2^{\ell r 2}
\end{aligned}
$$

We now have

$$
\begin{aligned}
I(n) & \leq C \int_{\mathbb{S}^{d-1}}\left(\sum_{\ell=2}^{n+1} \theta_{\ell}\left(g_{n}\right)^{2} 2^{\ell r 2}\right)^{p / 2} \\
& =C\left\|\left(\sum_{\ell=2}^{n+1} \theta_{\ell}\left(g_{n}\right)^{2} 2^{\ell r 2}\right)^{1 / 2}\right\|_{p}^{p}
\end{aligned}
$$

Recalling (3.18), we obtain (3.37).

## 6. Optimality of the power in the Mauchaud inequality

Examples were given in $[\mathbf{2 0}]$ to show the the optimality of the power $s=$ $\max (p, 2)$ in the sharp Jackson inequality (3.36). The examples of $[\mathbf{2 0}]$ with slight modifications can also be used to prove the optimality of the power $q=\min (p, 2)$ in the sharp Marchaud inequality (3.24) for $1<p<2+\frac{2}{d-2}$. In this section, we shall show the optimality of the power in the sharp Marchaud inequality for the full range of $2 \leq p<\infty$. More precisely, we shall construct a sequence of functions $f_{n}$ such that for $2 \leq p<\infty$,

$$
\begin{equation*}
K_{r}\left(f_{n}, 2^{-n}\right)_{p} \geq c 2^{-n r}\left\{\sum_{k=1}^{n} 2^{2 k r} E_{2^{k}}\left(f_{n}\right)_{p}^{2}\right\}^{1 / 2} \tag{3.38}
\end{equation*}
$$

with $c$ being a positive constant independent of $n$. The following proposition plays crucial roles in our construction:

Proposition 6.1. Let $w$ be an $A_{\infty}$ weight on $\mathbb{S}^{d-1}$ normalized by $w\left(\mathbb{S}^{d-1}\right)=1$, and let $X$ be a linear subspace of $\Pi_{N}^{d}$ with $\operatorname{dim} X \geq \varepsilon \operatorname{dim} \Pi_{N}^{d}$ for some $\varepsilon \in(0,1)$. Then there exists a function $f \in X$ such that $\|f\|_{p, w} \sim 1$ for all $0<p \leq \infty$ with the constants of equivalence depending only on $\varepsilon, d$, the $A_{\infty}$ constant of $w$, and $p$ when $p$ is small.

To prove Proposition 6.1, we need the following result of G. G. Lorentz [54, Lemma 3.1, p. 410]:

Lemma 6.2. Given an n-dimensional subspace $X$ of $\mathbb{R}^{m}$, there exists $x=$ $\left(x_{1}, \cdots, x_{m}\right) \in X$ such that $\max _{1 \leq i \leq m}\left|x_{i}\right|=1$ and $\#\left\{i: 1 \leq i \leq m,\left|x_{i}\right|=\right.$ $1\} \geq n$.

Proof of Proposition 6.1. Let $\Lambda:=\left\{\omega_{1}, \cdots, \omega_{M}\right\}$ be a maximal $\frac{\delta_{0}}{6 N}$-separated subset of $\mathbb{S}^{d-1}$ with $\delta_{0}$ being the same constant as in Theorem 5.1 in Chapter 1. Then $M \asymp N^{d-1}$, and using Theorems 5.6 and 5.1 of Chapter 1, we have, for all $f \in \Pi_{N}^{d}$

$$
\|f\|_{p, w} \sim \begin{cases}\left(\sum_{j=1}^{M} \lambda_{j}\left|f\left(\omega_{j}\right)\right|^{p}\right)^{\frac{1}{p}}, & \text { if } 0<p<\infty  \tag{3.39}\\ \max _{1 \leq j \leq M}\left|f\left(\omega_{j}\right)\right|, & \text { if } p=\infty\end{cases}
$$

where $\lambda_{j}=w\left(B_{j}\right)$, and $B_{j}=\mathrm{c}\left(\omega_{j}, \frac{c}{N}\right)$. Consider the following linear subspace of $\mathbb{R}^{M}$ :

$$
\tilde{X}:=\left\{\left(f\left(\omega_{1}\right), \cdots, f\left(\omega_{M}\right)\right): \quad f \in X\right\} .
$$

By (3.39), it follows that $\operatorname{dim}(\widetilde{X})=\operatorname{dim} X \geq \varepsilon \operatorname{dim} \Pi_{N}^{d} \geq c^{\prime} \varepsilon M$ for some absolute constant $c^{\prime} \in(0,1)$. Thus, by Lemma 6.2 , there exists a spherical polynomial $f \in X$ with the properties that $\max _{1 \leq i \leq M}\left|f\left(\omega_{i}\right)\right|=1$, and the set $I:=\{i: 1 \leq i \leq M$, $\left.\left|f\left(\omega_{i}\right)\right|=1\right\}$ has cardinality $\# I \geq \operatorname{dim} \widetilde{X} \geq c^{\prime} \varepsilon N^{d-1}$.

Now invoking (3.39), one has $\|f\|_{\infty} \leq C \max _{1 \leq i \leq M}\left|f\left(\omega_{i}\right)\right| \leq C$, and $\|f\|_{2, w}^{2} \sim$ $\sum_{i=1}^{M} \lambda_{i}\left|f\left(\omega_{i}\right)\right|^{2} \geq \sum_{i \in I} \lambda_{i}$. Also, observe that $\|f\|_{2, w} \leq\|f\|_{\infty} \leq C$. Thus, to show the equivalences $\|f\|_{2, w} \sim\|f\|_{\infty} \sim 1$, we only need to prove that $\sum_{i \in I} \lambda_{i} \geq c_{\varepsilon}>0$.

To this end, we set $E=\cup_{j \in I} B_{j}$. Since the set $\left\{\omega_{j}: 1 \leq j \leq M\right\}$ is $c /(3 N)$ separated, it follows that

$$
|E| \geq c \sum_{j \in I}\left|B_{j}\right| \geq c N^{-d+1} \# I \geq c^{\prime}>0
$$

Thus, using the $A_{\infty}$-property of $w$, we deduce

$$
\sum_{j \in I} \lambda_{j}=\sum_{j \in I} w\left(B_{j}\right) \geq \frac{w(E)}{w\left(\mathbb{S}^{d-1}\right)} \geq \beta\left(\frac{|E|}{\left|\mathbb{S}^{d-1}\right|}\right)^{\beta} \geq c|E|^{\beta} \geq c^{\prime \prime}>0
$$

as desired.
Finally, to complete the proof, we note that the equivalence $\|f\|_{p, w} \sim 1$ for all $0<p \leq \infty$ follows directly from the equivalence $\|f\|_{2, w} \sim\|f\|_{\infty} \sim 1$, Hölder's inequality and the following log-convexity of $L^{p}$ norms:
$\|f\|_{r, w} \leq\|f\|_{p, w}^{\theta}\|f\|_{q, w}^{1-\theta}$, whenever $0<p<r<q \leq \infty$, and $\frac{1}{r}=\frac{\theta}{p}+\frac{1-\theta}{q}$.
Now we are in a position to construct a sequence of functions $f_{n}$ with the property (3.38). For each $j \in \mathbb{N}$, let

$$
X_{j}:=\bigoplus_{2^{j-1}<k \leq 2^{j}} \mathcal{H}_{k}^{d}
$$

Since $\operatorname{dim} \mathcal{H}_{k}^{d} \sim k^{d-2}$, it follows that

$$
\operatorname{dim} X_{j} \sim 2^{j(d-1)} \sim \operatorname{dim} \Pi_{2^{j}}^{d} .
$$

Thus, using Proposition 6.1, we conclude that there exists a spherical polynomial $P_{j} \in \underset{2^{j-1}<k \leq 2^{j}}{\bigoplus} \mathcal{H}_{k}^{d}$ such that $\left\|P_{j}\right\|_{\infty} \sim\left\|P_{j}\right\|_{2} \sim 1$ for each $j \in \mathbb{N}$. Let $f_{n}=$ $\sum_{j=1}^{n} 2^{-j r} P_{j}$. Using (3.14), we obtain

$$
\begin{aligned}
K_{r}\left(f_{n}, 2^{-n}\right)_{p} & \geq c 2^{-n r}\left\|\left(-\Delta_{0}\right)^{\frac{r}{2}} f_{n}\right\|_{p} \geq c 2^{-n r}\left\|\sum_{j=0}^{n} 2^{-j r}\left(-\Delta_{0}\right)^{\frac{r}{2}} P_{j}\right\|_{2} \\
& =c 2^{-n r}\left(\sum_{j=0}^{n} 2^{-2 j r}\left\|\left(-\Delta_{0}\right)^{\frac{r}{2}} P_{j}\right\|_{2}^{2}\right)^{\frac{1}{2}} \sim 2^{-n r}\left(\sum_{j=0}^{n}\left\|P_{j}\right\|_{2}^{2}\right)^{\frac{1}{2}} \sim 2^{-n r} \sqrt{n} .
\end{aligned}
$$

On the other hand, however,

$$
E_{2^{j}}\left(f_{n}\right)_{p} \leq\left\|\sum_{k=j+1}^{n} 2^{-k r} P_{k}\right\|_{p} \leq \sum_{k=j+1}^{n} 2^{-k r}\left\|P_{k}\right\|_{p} \leq c 2^{-n r}
$$

Thus,

$$
\begin{aligned}
& 2^{-n r}\left(\sum_{k=1}^{n} 2^{2 k r} E_{2^{k}}\left(f_{n}\right)_{p}^{2}\right)^{\frac{1}{2}} \leq c 2^{-n r}\left(\sum_{k=1}^{n} 2^{2 k r} 2^{-2 k r}\right)^{\frac{1}{2}} \leq c 2^{-n r} \sqrt{n} \\
& \leq c K_{r}\left(f_{n}, 2^{-n}\right)_{p}
\end{aligned}
$$

which is as desired.

## 7. Notes and further results

1. Inequalities (3.1) and (3.2) were proved by M. Timan [82] and by Zygmund [112]. They were generalized in several articles (see $[\mathbf{3 1}],[\mathbf{8 0}],[\mathbf{1 7}],[\mathbf{1 8}]$ and $[\mathbf{3 2}])$ and described in the texts $[\mathbf{8 4}$, p. 338 (12)], $[\mathbf{2 9}$, p. 210] and $[\mathbf{8 5}$, (4.88), p. 191].
2. Most of these results can be found in [92] and [30]. Formula (3.7) was proved in [15].
3. The equivalence (3.10) was proved in $[\mathbf{7 4}],[\mathbf{7 5}],[\mathbf{9 2}]$ and $[\mathbf{9}]$. The proofs of (3.14), (3.15) and (3.16) can be found in [30].
4. Theorems 3.2 and 5.1 were proved in $[\mathbf{2 0}]$ in a more general setting. The proof of the sharp Marchaud inequality (Theorem 4.1) follows along the same line as those of $[\mathbf{1 7}]$ and $[\mathbf{1 8}]$.
5. Alternative approaches for the sharp Jackson inequalities and the sharp Marchaud inequalities without using the Littlewood-Paley inequalities can be found in [33], and [31] respectively.
6. The proof of Proposition 6.1 is from [22], whereas its idea can be traced back to [94].

## CHAPTER 4

## A transference theorem for the Dunkl transform and its applications

For a family of weight functions invariant under a finite reflection group, we show how weighted $L^{p}$ multiplier theorems for Dunkl transform on the Euclidean space $\mathbb{R}^{d}$ can be transferred from the corresponding results for $h$-harmonic expansions on the unit sphere $\mathbb{S}^{d}$ of $\mathbb{R}^{d+1}$. The result is then applied to establish a Hörmander type multiplier theorem for the Dunkl transform and to show the convergence of the Bochner -Riesz means of the Dunkl transform of order above the critical index in weighted $L^{p}$ spaces.

## 1. Introduction

Let $R$ be a reduced root system in $\mathbb{R}^{d}$ normalized so that $\langle\alpha, \alpha\rangle=2$ for all $\alpha \in R$. Given a nonzero vector $\alpha \in \mathbb{R}^{d}$, we denote by $\sigma_{\alpha}$ the reflection with respect to the hyperplane perpendicular to $\alpha$; that is, $\sigma_{\alpha} x=x-2\left(\langle x, \alpha\rangle /\|\alpha\|^{2}\right) \alpha$ for all $x \in \mathbb{R}^{d}$. Let $G$ denote the finite subgroup of the orthogonal group $O(d)$ generated by the reflections $\sigma_{\alpha}, \alpha \in R$. Let $\kappa: R \rightarrow \mathbb{R}_{+}$be a nonnegative multiplicity function on $R$ with the property $\kappa(g \alpha)=\kappa(\alpha)$ for all $\alpha \in R$ and $g \in G$. Associated with the reflection group $G$ and the function $\kappa$ is the weight function $h_{\kappa}$ defined by

$$
\begin{equation*}
h_{\kappa}(x):=\prod_{\alpha \in R_{+}}|\langle x, \alpha\rangle|^{\kappa(\alpha)}, \quad x \in \mathbb{R}^{d}, \tag{4.1}
\end{equation*}
$$

where $R_{+}$is an arbitrary but fixed positive subsystem of $R$. The function $h_{\kappa}$ is a homogeneous function of degree $\gamma_{\kappa}:=\sum_{\alpha \in R_{+}} \kappa(\alpha)$, and is invariant under the reflection group $G$. From now on, we set $\lambda_{\kappa}=\frac{d-1}{2}+\gamma_{\kappa}$. Given $1 \leq p \leq \infty$, we denote by $L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ the weighted Lebesgue space endowed with the norm

$$
\|f\|_{\kappa, p}:=\left(\int_{\mathbb{R}^{d}}|f(y)|^{p} h_{\kappa}^{2}(y) d y\right)^{\frac{1}{p}}
$$

with the usual change when $p=\infty$.
The Dunkl transform, a generalization of the classical Fourier transform, is defined, for $f \in L^{1}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$, by

$$
\begin{equation*}
\mathcal{F}_{\kappa} f(x)=c_{\kappa} \int_{\mathbb{R}^{d}} f(y) E_{\kappa}(-i x, y) h_{\kappa}^{2}(y) d y, \quad x \in \mathbb{R}^{d}, \tag{4.2}
\end{equation*}
$$

where $c_{\kappa}=\left(\int_{\mathbb{R}^{d}} h_{\kappa}^{2}(x) e^{-\frac{\|x\|^{2}}{2}} d x\right)^{-1}$, and $E_{\kappa}(i x, y)=V_{\kappa}\left[e^{i\langle x, \cdot\rangle}\right](y)$ is the weighted analogue of the character $e^{i\langle x, y\rangle}$. Here $V_{\kappa}$ is the Dunkl intertwining operator associated with the reflection group $G$ and the multiplicity function $\kappa$. The Dunkl transform plays the same role as the Fourier transform in classical Fourier analysis, and enjoys properties similar to those of the classical Fourier transform.

In this chapter, we first prove a transference theorem (Theorem 3.1) between the $L^{p}$ multiplier of $h$-harmonic expansions on the unit sphere and that of the Dunkl transform. This theorem, combined with the corresponding results on h-harmonic
expansions on the unit sphere established in $[\mathbf{2 4}, \mathbf{2 6}, \mathbf{2 5}]$, is then applied to establish a Hörmander type multiplier theorem for the Dunkl transform (Theorem 4.1), and to show the convergence of the Bochner -Riesz means in the weighted $L^{p}$ spaces (Theorem 4.4).

This chapter is organized as follows. In Section 2, we describe briefly some known results on Dunkl transform and $h$-harmonic expansions, which will be needed in later sections. The transference theorem, Theorem 3.1, is proved in Section 3. As applications, we prove Theorems 4.1 and 4.4 in the final section, Section 4.

## 2. Preliminaries

In this section, we shall present some necessary material on the Dunkl transform and the $h$-harmonic expansions, most of which can be found in $[\mathbf{3 8}, 51,72,73,86]$.
2.1. The Dunkl transform. Let $R, R_{+}, G, \kappa$ and $h_{\kappa}$ be as defined in Section 1. Let $V_{\kappa}: C\left(\mathbb{R}^{d}\right) \rightarrow C\left(\mathbb{R}^{d}\right)$ be the Dunkl intertwining operator associated with $G$ and $h_{\kappa}$.

The Dunkl transform associated with $G$ and $\kappa$ is defined by (4.2) with

$$
\begin{equation*}
E_{\kappa}(-i x, y):=V_{\kappa}\left[e^{-i\langle x, \cdot\rangle}\right](y), \quad x, y \in \mathbb{R}^{d} \tag{4.3}
\end{equation*}
$$

If $\kappa=0$ then $V_{\kappa}=\mathrm{id}$ and the Dunkl transform coincides with the usual Fourier transform, whereas if $d=1$ and $G=\mathbb{Z}_{2}$ then it is closely related to the Hankel transform on the real line.

We list some of the known properties of the Dunkl transform in the following lemma.

Lemma 2.1. $[\mathbf{3 7}, \mathbf{5 1}]$
(i) If $f \in L^{1}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ then $\mathcal{F}_{\kappa} f \in C\left(\mathbb{R}^{d}\right)$ and $\lim _{\|\xi\| \rightarrow \infty} \mathcal{F}_{\kappa} f(\xi)=0$.
(ii) The Dunkl transform $\mathcal{F}_{\kappa}$ is an isomorphism of the Schwartz class $\mathcal{S}\left(\mathbb{R}^{d}\right)$ onto itself, and $\mathcal{F}_{\kappa}^{2} f(x)=f(-x)$.
(iii) The Dunkl transform $\mathcal{F}_{\kappa}$ on $\mathcal{S}\left(\mathbb{R}^{d}\right)$ extends uniquely to an isometric isomorphism on $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$, i.e., $\|f\|_{\kappa, 2}=\left\|\mathcal{F}_{\kappa} f\right\|_{\kappa, 2}$.
(iv) If $f$ and $\mathcal{F}_{\kappa} f$ are both in $L^{1}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ then the following inverse formula holds:

$$
f(x)=c_{\kappa} \int_{\mathbb{R}^{d}} \mathcal{F}_{\kappa} f(y) E_{\kappa}(i x, y) h_{\kappa}^{2}(y) d y, \quad x \in \mathbb{R}^{d}
$$

(v) If $f, g \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ then

$$
\int_{\mathbb{R}^{d}} \mathcal{F}_{\kappa} f(x) g(x) h_{\kappa}^{2}(x) d x=\int_{\mathbb{R}^{d}} f(x) \mathcal{F}_{\kappa} g(x) h_{\kappa}^{2}(x) d x
$$

(vi) Given $\varepsilon>0$, let $f_{\varepsilon}(x)=\varepsilon^{-2-2 \gamma_{\kappa}} f\left(\varepsilon^{-1} x\right)$. Then $\mathcal{F}_{\kappa} f_{\varepsilon}(\xi)=\mathcal{F}_{\kappa} f(\varepsilon \xi)$.
(vii) If $f(x)=f_{0}(\|x\|)$ is radial, then $\mathcal{F}_{\kappa} f(\xi)=H_{\lambda_{\kappa}-\frac{1}{2}} f_{0}(\|\xi\|)$ is again a radial function, where $H_{\alpha}$ denotes the Hankel transform defined by

$$
H_{\alpha} g(s)=\frac{1}{\Gamma(\alpha+1)} \int_{0}^{\infty} g(r) \frac{J_{\alpha}(r s)}{(r s)^{\alpha}} r^{2 \alpha+1} d r
$$

and $J_{\alpha}$ denotes the Bessel function of the first kind.
Statements (i)-(vi) of Lemma 2.1 above were proved by M. F. E. de Jeu [51], and were, in fact, contained in Corollaries 4.7 and 4.22, Theorems 4.26 and 4.20 , Lemmas 4.13 and 4.3 (3) of [ $\mathbf{5 1}$ ], respectively. Statement (vii) of Lemma 2.1 was proved by Dunkl [37] and was stated more explicitly in [86, Proposition 2.4].

Given $y \in \mathbb{R}^{d}$, the generalized translation operator $f \rightarrow \tau_{y} f$ is defined on $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ by

$$
\mathcal{F}_{\kappa}\left(\tau_{y} f\right)(\xi)=E_{\kappa}(-i \xi, y) \mathcal{F}_{\kappa} f(\xi), \quad \xi \in \mathbb{R}^{d}
$$

It is known that $\tau_{y} f(x)=\tau_{x} f(y)$ for a.e. $x \in \mathbb{R}^{d}$ and a.e. $y \in \mathbb{R}^{d}$. In general, the operator $\tau_{y}$ is not positive (see, for instance, [86, Proposition 3.10]), and it is still an open problem whether $\tau_{y} f$ can be extended to a bounded operator on $L^{1}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$. On the other hand, however, it was shown in $[\mathbf{8 6}$, Theorem 3.7] that the generalized translation operator $\tau_{y}$ can be extended to all radial functions in $L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right), 1 \leq p \leq 2$, and $\tau_{y}: L_{\mathrm{rad}}^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right) \rightarrow L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ is a bounded operator, where $L_{\mathrm{rad}}^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ denotes the space of all radial functions in $L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$.

The generalized convolution of $f, g \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ is defined by

$$
\begin{equation*}
f *_{\kappa} g(x)=\int_{\mathbb{R}^{d}} f(y) \tau_{x} \widetilde{g}(y) h_{\kappa}^{2}(y) d y \tag{4.4}
\end{equation*}
$$

where $\widetilde{g}(y)=g(-y)$. Since $\tau_{y}$ is a bounded operator from $L_{\mathrm{rad}}^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ to $L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ for $1 \leq p \leq 2$, it follows that the definition of $f *_{\kappa} g$ can be extended to all $g \in L_{\mathrm{rad}}^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ and $f \in L^{p^{\prime}}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ with $1 \leq p \leq 2$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. The generalized convolution satisfies the following basic property

$$
\begin{equation*}
\mathcal{F}_{\kappa}\left(f *_{\kappa} g\right)(\xi)=\mathcal{F}_{\kappa} f(\xi) \mathcal{F}_{\kappa} g(\xi) \tag{4.5}
\end{equation*}
$$

2.2. $h$-harmonic expansions. In this subsection, we shall give a brief review of some of the useful results on $h$-spherical harmonics. Let $\mathbb{S}^{d-1}=\left\{x \in \mathbb{R}^{d}:\|x\|=\right.$ $1\}$ denote the unit sphere of $\mathbb{R}^{d}$ equipped with the usual Lebesgue measure $d \sigma(x)$. For the weight function $h_{\kappa}$ given in (4.1), we consider the weighted Lebesgue space $L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ of functions on $\mathbb{S}^{d-1}$ endowed with the finite norm

$$
\|f\|_{L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)} \equiv\|f\|_{\kappa, p}:=\left(\int_{\mathbb{S}^{d}-1}|f(y)|^{p} h_{\kappa}^{2}(y) d \sigma(y)\right)^{1 / p}, \quad 1 \leq p<\infty
$$

and for $p=\infty$ we assume that $L^{\infty}$ is replaced by $C\left(\mathbb{S}^{d-1}\right)$, the space of continuous functions on $\mathbb{S}^{d-1}$ with the usual uniform norm $\|f\|_{\infty}$. We shall use the notation $\|\cdot\|_{\kappa, p}$ to denote the weighted norm for functions defined either on $\mathbb{R}^{d}$ or on $\mathbb{S}^{d-1}$ whenever it causes no confusion.

A homogeneous polynomial is called an $h$-harmonic if it is orthogonal to all polynomials of lower degree with respect to the inner product of $L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$. Let $\mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ denote the space of all $h$-harmonics of degree $n$, and let $\operatorname{proj}_{n}^{\kappa}$ : $L^{2}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right) \rightarrow \mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ denote the orthogonal projection operator. The projection $\operatorname{proj}_{n}^{\kappa}$ has an integral representation

$$
\begin{equation*}
\operatorname{proj}_{n}^{\kappa} f(x):=\int_{\mathbb{S}^{d-1}} f(y) P_{n}^{\kappa}(x, y) h_{\kappa}^{2}(y) d \sigma(y), x \in \mathbb{S}^{d-1} \tag{4.6}
\end{equation*}
$$

where $P_{n}^{\kappa}(x, y)$ is the reproducing kernel of $\mathcal{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ which can be written in terms of the interwining operator $V_{\kappa}$ as (see [96, Theorem 3.2, (3.1)])

$$
\begin{equation*}
P_{n}^{\kappa}(x, y)=\frac{n+\lambda_{k}^{\prime}}{\lambda_{\kappa}^{\prime}} V_{\kappa}\left[C_{n}^{\lambda_{k}^{\prime}}(\langle x, \cdot\rangle)\right](y), \quad x, y \in \mathbb{S}^{d-1} \tag{4.7}
\end{equation*}
$$

with $\lambda_{\kappa}^{\prime}:=\lambda_{\kappa}-\frac{1}{2}=\gamma_{\kappa}+\frac{d-2}{2}$. Here $C_{n}^{\lambda}$ denotes the standard Gegenbauer polynomial of degree $n$ and index $\lambda$ as defined in [81]. By means of (4.6) and (4.7), the projection $\operatorname{proj}_{n}^{\kappa} f$ can be extended to all $f \in L^{1}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$.

Recall that the following Marcinkiewitcz type multiplier theorem was proved in Chapter 2:

Theorem 2.2. Let $\left\{\mu_{j}\right\}_{j=0}^{\infty}$ be a sequence of real numbers that satisfies
(i) $\sup _{j}\left|\mu_{j}\right| \leq c<\infty$,
(ii) $\sup _{j \geq 1} 2^{j(r-1)} \sum_{l=2^{j}}^{2^{j+1}}\left|\Delta^{r} \mu_{l}\right| \leq c<\infty$, with $r$ being the smallest integer $\geq \frac{d}{2}+\gamma_{\kappa}$, where $\triangle \mu_{l}=\mu_{l}-\mu_{l+1}$ and $\triangle^{j+1} \mu_{l}=\triangle^{j} \mu_{l}-\triangle^{j} \mu_{l+1}$. Then $\left\{\mu_{j}\right\}$ defines an $L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)$ multiplier for all $1<p<\infty$; that is,

$$
\left\|\sum_{j=0}^{\infty} \mu_{j} \operatorname{proj}_{j}^{\kappa} f\right\|_{\kappa, p} \leq A_{p} c\|f\|_{\kappa, p}, \quad 1<p<\infty
$$

where $A_{p}$ is independent of $\left\{\mu_{j}\right\}$ and $f$.
For $\delta>-1$, the Cesàro $(C, \delta)$ means of the $h$-harmonic expansion are defined by

$$
S_{n}^{\delta}\left(h_{\kappa}^{2} ; f, x\right):=\left(A_{n}^{\delta}\right)^{-1} \sum_{k=0}^{n} A_{n-k}^{\delta} \operatorname{proj}_{k}^{\kappa} f(x), \quad A_{n-k}^{\delta}=\binom{n-k+\delta}{n-k}
$$

In the case when $G=\mathbb{Z}_{2}^{d}$ and $h_{\kappa}(x)=\prod_{i=1}^{d}\left|\left\langle x, e_{i}\right\rangle\right|^{\kappa\left(e_{i}\right)}$, the following result was proved in [26]:

Theorem 2.3. Let $G=\mathbb{Z}_{2}^{d}$ and let $1 \leq p \leq \infty$ satisfy $\left|\frac{1}{p}-\frac{1}{2}\right| \geq \frac{1}{2 \sigma_{\kappa}+2}$ with

$$
\sigma_{\kappa}:=\frac{d-2}{2}+\gamma_{\kappa}-\min _{1 \leq i \leq d} \kappa\left(e_{i}\right) .
$$

Then

$$
\sup _{n \in \mathbb{N}}\left\|S_{n}^{\delta}\left(h_{\kappa}^{2} ; f\right)\right\|_{\kappa, p} \leq c\|f\|_{\kappa, p} \quad \text { for all } f \in L^{p}\left(h_{\kappa}^{2} ; \mathbb{S}^{d-1}\right)
$$

if and only if

$$
\begin{equation*}
\delta>\delta_{\kappa}(p):=\max \left\{\left(2 \sigma_{\kappa}+1\right)\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}, 0\right\} . \tag{4.8}
\end{equation*}
$$

## 3. A transference theorem

The main goal in this section is to establish a transference theorem between the $L^{p}$ multipliers of $h$-harmonic expansions on the unit sphere $\mathbb{S}^{d}:=\left\{x \in \mathbb{R}^{d+1}\right.$ : $\|x\|=1\}$ and those of the Dunkl transform in $\mathbb{R}^{d}$. Let $G, R, h_{\kappa}$ be as defined in Section 1. Given $g \in G$, we denote by $g^{\prime}$ the orthogonal transformation on $\mathbb{R}^{d+1}$ determined uniquely by

$$
g^{\prime} x^{\prime}=\left(g x, x_{d+1}\right) \text { for } x^{\prime}=\left(x, x_{d+1}\right) \text { with } x \in \mathbb{R}^{d} \text { and } x_{d+1} \in \mathbb{R} .
$$

Then $G^{\prime}:=\left\{g^{\prime}: g \in G\right\}$ is a finite reflection group on $\mathbb{R}^{d+1}$ with a reduced root system $R^{\prime}:=\{(\alpha, 0): \alpha \in R\}$. Let $\kappa^{\prime}$ denote the nonnegative multiplicity function defined on $R^{\prime}$ with the property $\kappa^{\prime}(\alpha, 0)=\kappa(\alpha)$. We denote by $V_{\kappa^{\prime}}$ the intertwining operator on $C\left(\mathbb{R}^{d+1}\right)$ associated with the reflection group $G^{\prime}$ and the multiplicity function $\kappa^{\prime}$. Define the weight function

$$
h_{\kappa^{\prime}}\left(x, x_{d+1}\right):=h_{\kappa}(x)=\prod_{\alpha \in R_{+}}|\langle x, \alpha\rangle|^{\kappa(\alpha)}, \quad x \in \mathbb{R}^{d}, x_{d+1} \in \mathbb{R} .
$$

Recall that $\operatorname{proj}_{n}^{\kappa^{\prime}}: L^{2}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right) \rightarrow \mathcal{H}_{n}^{d+1}\left(h_{\kappa^{\prime}}^{2}\right)$ denotes the orthogonal projection onto the space of $h$-harmonics.

Our main result is the following.
Theorem 3.1. Let $m:[0, \infty) \rightarrow \mathbb{R}$ be a continuous and bounded function, and let $U_{\varepsilon}, \varepsilon>0$, be a family of operators on $L^{2}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)$ given by

$$
\begin{equation*}
\operatorname{proj}_{n}^{\kappa^{\prime}}\left(U_{\varepsilon} f\right)=m(\varepsilon n) \operatorname{proj}_{n}^{\kappa^{\prime}} f, \quad n=0,1, \cdots \tag{4.9}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\sup _{\varepsilon>0}\left\|U_{\varepsilon} f\right\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)} \leq A\|f\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)}, \quad \forall f \in C\left(\mathbb{S}^{d}\right) \tag{4.10}
\end{equation*}
$$

for some $1 \leq p \leq \infty$. Then the function $m(\|\cdot\|)$ defines an $L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ multiplier; that is,

$$
\left\|T_{m} f\right\|_{L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)} \leq c_{d, \kappa} A\|f\|_{L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)}, \quad \forall f \in \mathcal{S}\left(\mathbb{R}^{d}\right)
$$

where $T_{m}$ is an operator initially defined on $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ by

$$
\begin{equation*}
\mathcal{F}_{\kappa}\left(T_{m} f\right)(\xi)=m(\|\xi\|) \mathcal{F}_{\kappa} f(\xi), \quad f \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right), \xi \in \mathbb{R}^{d} \tag{4.11}
\end{equation*}
$$

3.1. Lemmas. The proof of Theorem 3.1 relies on several lemmas.

Lemma 3.2. If $f \in \Pi^{d+1}$ then for any $x \in \mathbb{R}^{d}$ and $x_{d+1} \in \mathbb{R}$,

$$
\begin{equation*}
V_{\kappa^{\prime}} f\left(x, x_{d+1}\right)=V_{\kappa}\left[f\left(\cdot, x_{d+1}\right)\right](x)=\int_{\mathbb{R}^{d}} f\left(\xi, x_{d+1}\right) d \mu_{x}^{\kappa}(\xi) \tag{4.12}
\end{equation*}
$$

where $d \mu_{x}^{\kappa}$ is given in (2.4).
Proof. Clearly, the second equality in (4.12) follows directly from (2.4). To show the first equality, we set $\widetilde{V}_{\kappa} f\left(x, x_{d+1}\right)=V_{\kappa}\left[f\left(\cdot, x_{d+1}\right)\right](x)$ for $f \in C\left(\mathbb{R}^{d+1}\right)$ and $x \in \mathbb{R}^{d}$. Since $V_{\kappa^{\prime}}$ is a linear operator uniquely determined by (2.3), it suffices to show that the following conditions are satisfied:

$$
\widetilde{V}_{\kappa}\left(\mathcal{P}_{n}^{d+1}\right) \subset \mathcal{P}_{n}^{d+1}, \quad \widetilde{V}_{\kappa}(1)=1 \text { and } \mathcal{D}_{\kappa^{\prime}, i} \tilde{V}_{\kappa}=\widetilde{V}_{\kappa} \partial_{i}, \quad 1 \leq i \leq d+1
$$

Indeed, these conditions can be easily verified using the properties of $V_{\kappa}$ in (2.3), and the following identities, which follow directly from (2.2):

$$
\begin{aligned}
\mathcal{D}_{\kappa^{\prime}, i} g\left(x, x_{d+1}\right) & =\mathcal{D}_{\kappa, i}\left[g\left(\cdot, x_{d+1}\right)\right](x), \quad 1 \leq i \leq d \\
\mathcal{D}_{\kappa^{\prime}, d+1} g\left(x, x_{d+1}\right) & =\partial_{d+1} g\left(x, x_{d+1}\right), \quad \text { for } g \in \Pi^{d+1}, x \in \mathbb{R}^{d} \text { and } x_{d+1} \in \mathbb{R} .
\end{aligned}
$$

This completes the proof of Lemma 3.2.
To formulate the next lemma, we define the mapping $\psi: \mathbb{R}^{d} \rightarrow \mathbb{S}^{d}$ by

$$
\psi(x):=(\xi \sin \|x\|, \cos \|x\|) \quad \text { for } x=\|x\| \xi \in \mathbb{R}^{d} \text { and } \xi \in \mathbb{S}^{d-1}
$$

Given $N \geq 1$, we denote by $N \mathbb{S}^{d}:=\left\{x \in \mathbb{R}^{d+1}:\|x\|=N\right\}$ the sphere of radius $N$ in $\mathbb{R}^{d+1}$, and define the mapping $\psi_{N}: \mathbb{R}^{d} \rightarrow N \mathbb{S}^{d}$ by

$$
\begin{equation*}
\psi_{N}(x):=N \psi\left(\frac{x}{N}\right)=\left(N \xi \sin \frac{\|x\|}{N}, N \cos \frac{\|x\|}{N}\right) \tag{4.13}
\end{equation*}
$$

with $x=\|x\| \xi \in \mathbb{R}^{d}$ and $\xi \in \mathbb{S}^{d-1}$.
Lemma 3.3. If $f: N \mathbb{S}^{d} \rightarrow \mathbb{R}$ is supported in the set $\left\{x \in N \mathbb{S}^{d}: \arccos \left(N^{-1} x_{d+1}\right)\right.$ $\leq 1\}$, then

$$
\int_{\mathbb{S}^{d}} f(N x) h_{\kappa^{\prime}}^{2}(x) d \sigma(x)=N^{-2 \lambda_{\kappa}-1} \int_{B(0, N)} f\left(\psi_{N}(x)\right) h_{\kappa}^{2}(x)\left(\frac{\sin (\|x\| / N)}{\|x\| / N}\right)^{2 \lambda_{\kappa}} d x
$$

where $B(0, N)=\left\{y \in \mathbb{R}^{d}:\|y\| \leq N\right\}$.
Proof. First, using the polar coordinate transformation

$$
(\xi, \theta) \in \mathbb{S}^{d-1} \times[0, \pi] \rightarrow x:=(\xi \sin \theta, \cos \theta) \in \mathbb{S}^{d}
$$

and the fact that $d \sigma(x)=\sin ^{d-1} \theta d \theta d \sigma(\xi)$, we obtain

$$
\begin{array}{rl}
\int_{\mathbb{S}^{d}} & f(N x) h_{\kappa^{\prime}}^{2}(x) d \sigma(x) \\
& =\int_{0}^{\pi}\left[\int_{\mathbb{S}^{d-1}} f(N \xi \sin \theta, N \cos \theta) h_{\kappa^{\prime}}^{2}(\xi \sin \theta, \cos \theta) d \sigma(\xi)\right](\sin \theta)^{d-1} d \theta \\
& =\int_{0}^{1} \int_{\mathbb{S}^{d-1}} f(N \xi \sin \theta, N \cos \theta) h_{\kappa}^{2}(\theta \xi) d \sigma(\xi)\left(\frac{\sin \theta}{\theta}\right)^{d-1+2 \gamma_{\kappa}} \theta^{d-1} d \theta
\end{array}
$$

where the last step uses the identity $h_{\kappa^{\prime}}\left(y, y_{d+1}\right)=h_{\kappa}(y)$, the fact that $h_{\kappa}^{2}$ is a homogeneous function of degree $2 \gamma_{\kappa}$, and the assumption that $f$ is supported in the set $\left\{x \in N \mathbb{S}^{d}: \arccos \left(N^{-1} x_{d+1}\right) \leq 1\right\}$. Using the usual spherical coordinate transformation in $\mathbb{R}^{d}$, the last double integral equals

$$
\begin{aligned}
& \int_{\|y\| \leq 1} f\left(\frac{N y \sin \|y\|}{\|y\|}, N \cos \|y\|\right) h_{\kappa}^{2}(y)\left(\frac{\sin \|y\|}{\|y\|}\right)^{2 \lambda_{\kappa}} d y \\
& =N^{-d-2 \gamma_{\kappa}} \int_{\|x\| \leq N} f\left(N \frac{x}{\|x\|} \sin \frac{\|x\|}{N}, N \cos \frac{\|x\|}{N}\right) h_{\kappa}^{2}(x)\left(\frac{\sin (\|x\| / N)}{\|x\| / N}\right)^{2 \lambda_{\kappa}} d x \\
& =N^{-2 \lambda_{\kappa}-1} \int_{B(0, N)} f\left(\psi_{N} x\right) h_{\kappa}^{2}(x)\left(\frac{\sin (\|x\| / N)}{\|x\| / N}\right)^{2 \lambda_{\kappa}} d x,
\end{aligned}
$$

where the first step uses the homogeneity of the weight $h_{\kappa}$ and the change of variables $y=\frac{x}{N}$. This proves the desired formula.

Remark 3.4. It is easily seen that the restriction $\left.\psi_{N}\right|_{B(0, N)}$ of the mapping $\psi_{N}$ on $B(0, N)$ is a bijection from $B(0, N)$ to $\left\{x \in N \mathbb{S}^{d}: \arccos \left(N^{-1} x_{d+1}\right) \leq 1\right\}$. Thus, given a function $f: B(0, N) \rightarrow \mathbb{R}$, there exists a unique function $f_{N}$ supported in $\left\{x \in N \mathbb{S}^{d}: \quad \arccos \left(N^{-1} x_{d+1}\right) \leq 1\right\}$ such that

$$
\begin{equation*}
f_{N}\left(\psi_{N} x\right)=f(x), \quad \forall x \in B(0, N) \tag{4.14}
\end{equation*}
$$

On the other hand, using Lemma 3.3, we have

$$
\begin{equation*}
\int_{\mathbb{S}^{d}} f_{N}(N x) h_{\kappa^{\prime}}^{2}(x) d \sigma(x)=N^{-2 \lambda_{\kappa}-1} \int_{B(0, N)} f(x) h_{\kappa}^{2}(x)\left(\frac{\sin (\|x\| / N)}{\|x\| / N}\right)^{2 \lambda_{\kappa}} d x \tag{4.15}
\end{equation*}
$$

The formula (4.15) will play an important role in our proof of Theorem 3.1.
We also need the following observation on a formula of Rösler [73] for $\tau_{y} f(x)$ :
Lemma 3.5. If $f(x)=f_{0}(\|x\|)$ is a continuous radial function in $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$, then for a.e. $y \in \mathbb{R}^{d}$ and a.e. $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\tau_{y} f(x)=V_{\kappa}\left[f_{0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \cdot\rangle}\right)\right]\left(\frac{y}{\|y\|}\right) . \tag{4.16}
\end{equation*}
$$

Formula (4.16) was first proved in $[\mathbf{7 3}]$ under the assumption that $f$ is a radial Schwartz function. Thangavelu and Yuan Xu [86, Proposition 3.3] later observed that it also holds for radial functions $f \in L\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ with $\mathcal{F}_{\kappa} f \in L\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$. Clearly, our assumption in Lemma 3.5 is slightly weaker than that of [86, Proposition 3.3].

Lemma 3.5 can be deduced from the result of Rösler [73], using a density argument.

Proof. We first choose a sequence of even, $C^{\infty}$ functions $g_{j}$ on $\mathbb{R}$ satisfying

$$
\sup _{|t| \leq 2^{j+1}}\left|g_{j}(t)-f_{0}(t)\right| \leq 2^{-j}\left(\int_{0}^{2^{j}} s^{2 \lambda_{\kappa}} d s\right)^{-\frac{1}{2}}
$$

Let $\varphi_{j}$ be an even, $C^{\infty}$ function on $\mathbb{R}$ such that $\chi_{\left[2^{-j}, 2^{j}\right]}(|t|) \leq \varphi_{j}(t) \leq$ $\chi_{\left[2^{-j-1}, 2^{j+1}\right]}(|t|)$, and let $f_{j}(x) \equiv f_{j, 0}(\|x\|):=g_{j}(\|x\|) \varphi_{j}(\|x\|)$ for $x \in \mathbb{R}^{d}$. Then it's easily seen that $\left\{f_{j}\right\}$ is a sequence of radial Schwartz functions on $\mathbb{R}^{d}$ satisfying

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sup _{2^{-j} \leq|t| \leq 2^{j}}\left|f_{j, 0}(t)-f_{0}(t)\right|=0 \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|f_{j}-f\right\|_{\kappa, 2}=0 \tag{4.18}
\end{equation*}
$$

Since each $f_{j}$ is a radial Schwartz function, by Lemma 1.1 and the already proven case of Lemma 3.5 (see [73]), we obtain

$$
\begin{equation*}
\tau_{y}\left(f_{j}\right)(x)=\int_{\|\xi\| \leq 1} f_{j, 0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \xi\rangle}\right) d \mu_{y /\|y\|}^{\kappa}(\xi) \tag{4.19}
\end{equation*}
$$

Next, we fix $y \in \mathbb{R}^{d}$, and set

$$
A_{n} \equiv A_{n}(y):=\left\{x \in \mathbb{R}^{d}: \quad 2^{-n} \leq|\|x\|-\|y\|| \leq\|x\|+\|y\| \leq 2^{n}\right\}
$$

for $n \in \mathbb{N}$ and $n \geq n_{0}(y):=[\log \|y\| / \log 2]+1$. Since

$$
(\|x\|-\|y\|)^{2} \leq\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \xi\rangle \mid \leq(\|x\|+\|y\|)^{2}
$$

for all $\|\xi\| \leq 1$, it follows by (4.17) that

$$
\lim _{j \rightarrow \infty} f_{j, 0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \xi\rangle}\right)=f_{0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \xi\rangle}\right)
$$

uniformly for $x \in A_{n}(y)$ and $\|\xi\| \leq 1$. This together with (4.19) and Lemma 1.1 implies

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \tau_{y}\left(f_{j}\right)(x) & =\int_{\|\xi\| \leq 1} f_{0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \xi\rangle}\right) d \mu_{y /\|y\|}^{\kappa}(\xi) \\
& =V_{\kappa}\left[f_{0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \cdot\rangle}\right)\right]\left(\frac{y}{\|y\|}\right)
\end{aligned}
$$

for every $x \in A_{n}(y) \backslash\{0\}$ and $n \geq n_{0}(y)$. On the other hand, however, by (4.18), we have

$$
\lim _{j \rightarrow \infty}\left\|\tau_{y}\left(f_{j}\right)-\tau_{y} f\right\|_{\kappa, 2}=0
$$

for all $y \in \mathbb{R}^{d}$. Thus,

$$
\tau_{y}(f)(x)=V_{\kappa}\left[f_{0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\|y\|\langle x, \cdot\rangle}\right)\right]\left(\frac{y}{\|y\|}\right)
$$

for a.e. $x \in A_{n}(y)$ and all $n \geq n_{0}(y)$. Finally, observing that the set

$$
\mathbb{R}^{d} \backslash\left(\bigcup_{n=n_{0}(y)}^{\infty} A_{n}(y)\right)=\left\{x \in \mathbb{R}^{d}:\|x\|=\|y\|\right\}
$$

has measure zero in $\mathbb{R}^{d}$, we deduce the desired conclusion.
REMARK 3.6. By (2.5) and the supporting condition of the measure $d \mu_{x}^{\kappa}$, we observe that

$$
\begin{equation*}
V_{\kappa} F(r x)=\int_{\mathbb{R}^{d}} F(r \xi) d \mu_{x}^{\kappa}(\xi), \text { for all } F \in C\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}, \text { and } r>0 \tag{4.20}
\end{equation*}
$$

Thus, (4.16) can be rewritten more symmetrically as

$$
\begin{equation*}
\tau_{y} f(x)=V_{\kappa}\left[f_{0}\left(\sqrt{\|x\|^{2}+\|y\|^{2}-2\langle x, \cdot\rangle}\right)\right](y) \tag{4.21}
\end{equation*}
$$

Lemma 3.7. Let $\Phi \in L^{1}\left(\mathbb{R},|x|^{2 \lambda_{\kappa}}\right)$ be an even, bounded function on $\mathbb{R}$, and let $T_{\Phi}$ be an operator $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ defined by

$$
\mathcal{F}_{\kappa}\left(T_{\Phi} f\right)(\xi):=\mathcal{F}_{\kappa} f(\xi) \Phi(\|\xi\|), \quad f \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)
$$

Then $T_{\Phi}$ has an integral representation

$$
T_{\Phi} f(x)=\int_{\mathbb{R}^{d}} f(y) K(x, y) h_{\kappa}^{2}(y) d y, \quad \text { for } f \in \mathcal{S}\left(\mathbb{R}^{d}\right) \text { and a.e. } x \in \mathbb{R}^{d}
$$

where

$$
\begin{align*}
& K(x, y)  \tag{4.22}\\
= & c \int_{0}^{\infty} \Phi(s) V_{\kappa}\left[\frac{J_{\lambda_{\kappa}-\frac{1}{2}}\left(s \sqrt{\|x\|^{2}+\|y\|^{2}-2\langle x, \cdot\rangle}\right)}{\left(s \sqrt{\|x\|^{2}+\|y\|^{2}-2\langle x, \cdot\rangle}\right)^{\lambda_{\kappa}-\frac{1}{2}}}\right](y) s^{2 \lambda_{\kappa}} d s .
\end{align*}
$$

Furthermore, $K(x, y)=K(y, x)$ for a.e. $x \in \mathbb{R}^{d}$ and a.e. $y \in \mathbb{R}^{d}$.
Proof. Let $g(x)=H_{\lambda_{\kappa}-\frac{1}{2}} \Phi(\|x\|)$, where $x \in \mathbb{R}^{d}$ and $H_{\alpha}$ denotes the Hankel transform. Since $\Phi$ is an even function in $L^{1}\left(\mathbb{R},|x|^{2 \lambda_{\kappa}}\right) \cap L^{\infty}(\mathbb{R})$, it follows by the properties of the Hankel transform that $g$ is a continuous radial function in $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ and $\mathcal{F}_{\kappa} g(\xi)=\Phi(\|\xi\|)$. Thus, using (4.5), we have

$$
T_{\Phi} f(x)=f *_{\kappa} g(x)=\int_{\mathbb{R}^{d}} f(y) \tau_{y} g(x) h_{\kappa}^{2}(y) d y
$$

for $f \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$. Since $g$ is a continuous radial function in $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$, by Lemma 3.5 and Remark 3.6 it follows that

$$
\begin{aligned}
K(x, y): & =\tau_{y} g(x)=V_{\kappa}\left[H_{\lambda_{\kappa}-\frac{1}{2}} \Phi\left(\sqrt{\|x\|^{2}+\|y\|^{2}+2\langle x, \cdot\rangle}\right)\right](y) \\
& =c \int_{0}^{\infty} \Phi(s) V_{\kappa}\left[\frac{J_{\lambda_{\kappa}-\frac{1}{2}}\left(s \sqrt{\|x\|^{2}+\|y\|^{2}-2\langle x, \cdot\rangle}\right)}{\left(s \sqrt{\|x\|^{2}+\|y\|^{2}-2\langle x, \cdot\rangle}\right)^{\lambda_{\kappa}-\frac{1}{2}}}\right](y) s^{2 \lambda_{\kappa}} d s,
\end{aligned}
$$

where the last step uses (2.4), the inequality

$$
\left|\Phi(s) \frac{J_{\lambda_{\kappa}-\frac{1}{2}}(r s)}{(r s)^{\lambda_{\kappa}-\frac{1}{2}}}\right| \leq c|\Phi(s)|
$$

and Fubini's theorem. This proves the desired equation (4.22). That $K(x, y)=$ $K(y, x)$ follows from the fact that $\tau_{x} g(y)=\tau_{y} g(x)$.

Our final lemma is a well known result for the ultraspherical polynomials:
Lemma 3.8. [81, (8.1.1), p.192] For $z \in \mathbb{C}$ and $\mu \geq 0$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} k^{1-2 \mu} C_{k}^{\mu}\left(\cos \frac{z}{k}\right)=\frac{\Gamma\left(\mu+\frac{1}{2}\right)}{\Gamma(2 \mu)}\left(\frac{z}{2}\right)^{-\mu+\frac{1}{2}} J_{\mu-\frac{1}{2}}(z) . \tag{4.23}
\end{equation*}
$$

This formula holds uniformly in every bounded region of the complex z-plane.
3.2. Proof of Theorem 3.1. We first prove the theorem under the additional assumption $|m(t)| \leq c_{1} e^{-c_{2} t}$ for all $t>0$ and some $c_{1}, c_{2}>0$. By Lemma 3.7, the operator $T_{m}$ has an integral representation

$$
T_{m} f(x)=\int_{\mathbb{R}^{d}} f(y) K(x, y) h_{\kappa}^{2}(y) d y
$$

where $K(x, y)$ is given by (4.22) with $\Phi=m$. Thus, it is sufficient to prove that

$$
\begin{equation*}
I:=\left|\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(y) g(x) K(x, y) h_{\kappa}^{2}(x) h_{\kappa}^{2}(y) d x d y\right| \leq c A \tag{4.24}
\end{equation*}
$$

whenever $f \in L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ and $g \in L^{p^{\prime}}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ both have compact supports and satisfy $\|f\|_{L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)}=\|g\|_{L^{p^{\prime}}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)}=1$.

To this end, we choose a positive number $N$ to be sufficiently large so that the supports of $f$ and $g$ are both contained in the ball $B(0, N)$. By Remark 3.4, there exist functions $f_{N}$ and $g_{N}$ both supported in $\left\{x \in N \mathbb{S}^{d}: \arccos \left(N^{-1} x_{d+1}\right) \leq 1\right\}$ and satisfying

$$
\begin{equation*}
f_{N}\left(\psi_{N}(x)\right)=f(x), \quad g_{N}\left(\psi_{N}(x)\right)=g(x), \quad x \in \mathbb{R}^{d} \tag{4.25}
\end{equation*}
$$

where $\psi_{N}$ is defined by (4.13). It's easily seen from (4.15) that

$$
\left\|f_{N}(N \cdot)\right\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)} \leq c N^{-\frac{2 \lambda_{\kappa}+1}{p}}, \quad\left\|g_{N}(N \cdot)\right\|_{L^{p^{\prime}}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)} \leq c N^{-\frac{2 \lambda_{\kappa}+1}{p^{\prime}}}
$$

Thus, using (4.6), (4.7), (4.9) and the assumption (4.10) with $\varepsilon=\frac{1}{N}$, we obtain

$$
\begin{align*}
& I_{N}:=N^{2 \lambda_{\kappa}+1} \\
& \quad \times\left|\int_{\mathbb{S}^{d}} \int_{\mathbb{S}^{d}}\left[\sum_{n=0}^{\infty} m\left(N^{-1} n\right) P_{n}^{\kappa^{\prime}}(x, y)\right] f_{N}(N y) g_{N}(N x) h_{\kappa^{\prime}}^{2}(x) h_{\kappa^{\prime}}^{2}(y) d \sigma(x) d \sigma(y)\right| \\
& \leq c A \tag{4.26}
\end{align*}
$$

where $P_{n}^{\kappa^{\prime}}(x, y)=\frac{n+\lambda_{\kappa}}{\lambda_{\kappa}} V_{\kappa^{\prime}}\left[C_{n}^{\lambda_{\kappa}}(\langle x, \cdot\rangle)\right](y)$. Setting

$$
H_{N}(x, y)=N^{-2 \lambda_{\kappa}-1} \sum_{n=0}^{\infty} m\left(N^{-1} n\right) P_{n}^{\kappa^{\prime}}\left(\psi\left(\frac{x}{N}\right), \psi\left(\frac{y}{N}\right)\right)
$$

and invoking (4.25) and Lemma 3.3, we obtain

$$
\begin{align*}
& I_{N}=\left\lvert\, \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} H_{N}(x, y) f(y) g(x) h_{\kappa}^{2}(x) h_{\kappa}^{2}(y)\left(\frac{\sin (\|x\| / N)}{\|x\| / N}\right)^{2 \lambda_{\kappa}}\right.  \tag{4.27}\\
& \left.\times\left(\frac{\sin (\|y\| / N)}{\|y\| / N}\right)^{2 \lambda_{\kappa}} d x d y \right\rvert\,
\end{align*}
$$

On the other hand, setting
$b_{N}(\rho, x, y)=N^{-2 \lambda_{\kappa}-1} \sum_{n=0}^{\infty} m\left(\frac{n}{N}\right) P_{n}^{\kappa^{\prime}}\left(\psi\left(\frac{x}{N}\right), \psi\left(\frac{y}{N}\right)\right)\left(\int_{\frac{n}{N}}^{\frac{n+1}{N}} t^{2 \lambda_{\kappa}} d t\right)^{-1} \chi_{\left[\frac{n}{N}, \frac{n+1}{N}\right)}(\rho)$,
we have

$$
H_{N}(x, y)=\int_{0}^{\infty} b_{N}(\rho, x, y) \rho^{2 \lambda_{\kappa}} d \rho
$$

Hence, by (4.27),

$$
\begin{align*}
I_{N}=\mid \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}[ & \left.\int_{0}^{\infty} b_{N}(\rho, x, y) \rho^{2 \lambda_{\kappa}} d \rho\right] f(y) g(x) h_{\kappa}^{2}(x) h_{\kappa}^{2}(y)  \tag{4.28}\\
& \left.\times\left(\frac{\sin (\|x\| / N)}{\|x\| / N}\right)^{2 \lambda_{\kappa}}\left(\frac{\sin (\|y\| / N)}{\|y\| / N}\right)^{2 \lambda_{\kappa}} d x d y \right\rvert\,
\end{align*}
$$

The key ingredient in our proof is to show that $\lim _{N \rightarrow \infty} I_{N}=c I$, where $c$ is a constant depending only on $d$ and $\kappa$. In fact, once this is proven, then the desired estimate (4.24) will follow immediately from (4.26).

To show $\lim _{N \rightarrow \infty} I_{N}=c I$, we make the following two assertions:
Assertion 1. For any $N>0$ and $x, y \in \mathbb{R}^{d}$,

$$
\left|b_{N}(\rho, x, y)\right| \leq c e^{-c_{2} \rho}
$$

where $c$ is independent of $x, y$ and $N$.
Assertion 2. For any fixed $x, y \in \mathbb{R}^{d}$ and $\rho>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} b_{N}(\rho, x, y)=c m(\rho) V_{\kappa}\left[\frac{J_{\lambda_{\kappa}-\frac{1}{2}}(\rho u(x, y, \cdot))}{(\rho u(x, y, \cdot))^{\lambda_{\kappa}-\frac{1}{2}}}\right](y) \tag{4.29}
\end{equation*}
$$

where $u(x, y, \xi)=\sqrt{\|x\|^{2}+\|y\|^{2}-2\langle x, \xi\rangle}$, and $c$ is a constant depending only on $d$ and $\kappa$.

For the moment, we take the above two assertions for granted, and proceed with the proof of Theorem 3.1. By Assertion 1 and Hölder's inequality, we can apply the dominated convergence theorem to the integrals in (4.28), and obtain

$$
\lim _{N \rightarrow \infty} I_{N}=\left|\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left[\int_{0}^{\infty} \lim _{N \rightarrow \infty} b_{N}(\rho, x, y) \rho^{2 \lambda_{\kappa}} d \rho\right] f(y) g(x) h_{\kappa}^{2}(x) h_{\kappa}^{2}(y) d x d y\right|,
$$

which, using Assertion 2, equals

$$
\begin{aligned}
& =c\left|\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left[\int_{0}^{\infty} m(\rho) V_{\kappa}\left[\frac{J_{\lambda_{\kappa}-\frac{1}{2}}(\rho u(x, y, \cdot))}{(\rho u(x, y, \cdot))^{\lambda_{\kappa}-\frac{1}{2}}}\right](y) \rho^{2 \lambda_{\kappa}} d \rho\right] f(y) g(x) h_{\kappa}^{2}(x) h_{\kappa}^{2}(y) d x d y\right| \\
& =c\left|\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} K(x, y) f(y) g(x) h_{\kappa}^{2}(x) h_{\kappa}^{2}(y) d x d y\right|=c I,
\end{aligned}
$$

where the second step uses (4.22). Thus, we have shown the desired relation $\lim _{N \rightarrow \infty} I_{N}=c I$, assuming Assertions 1 and 2 .

Now we return to the proofs of Assertions 1 and 2. We start with the proof of Assertion 1. Assume that $\frac{n}{N} \leq \rho<\frac{n+1}{N}$ for some $n \in \mathbb{Z}_{+}$. Then $\left|m\left(\frac{n}{N}\right)\right| \leq$ $c_{1} e^{-c_{2} \frac{n}{N}} \leq c e^{-c_{2} \rho}$, and $\int_{\frac{n}{N}}^{\frac{n+1}{N}} t^{2 \lambda_{\kappa}} d t \geq c N^{-1} \rho^{2 \lambda_{\kappa}}$. Hence,

$$
\begin{aligned}
\left|b_{N}(\rho, x, y)\right| & =N^{-2 \lambda_{\kappa}-1}\left|m\left(\frac{n}{N}\right) P_{n}^{\kappa^{\prime}}\left(\psi\left(\frac{x}{N}\right), \psi\left(\frac{y}{N}\right)\right)\right|\left(\int_{\frac{n}{N}}^{\frac{n+1}{N}} t^{2 \lambda_{\kappa}} d t\right)^{-1} \\
& \leq c N^{-2 \lambda_{\kappa}} \rho^{-2 \lambda_{\kappa}} e^{-c_{2} \rho} \frac{n+\lambda_{\kappa}}{\lambda_{\kappa}}\left|V_{\kappa^{\prime}}\left[C_{n}^{\lambda_{\kappa}}\left(\left\langle\psi\left(\frac{x}{N}\right), \cdot\right\rangle\right)\right]\left(\psi\left(\frac{y}{N}\right)\right)\right| \\
& \leq c(N \rho)^{-2 \lambda_{\kappa}} e^{-c_{2} \rho} n^{2 \lambda_{\kappa}} \leq c e^{-c_{2} \rho}
\end{aligned}
$$

where we used (4.7) in the second step, and the positivity of $V_{\kappa}$ and the estimate $\left|C_{n}^{\lambda_{\kappa}}(t)\right| \leq c n^{2 \lambda_{\kappa}-1}$ in the third step. This proves Assertion 1.

Next, we show Assertion 2. A straightforward calculation shows that for $\frac{n}{N} \leq$ $\rho \leq \frac{n+1}{N}$ and $\rho>0$,

$$
\left(\int_{\frac{n}{N}}^{\frac{n+1}{N}} t^{2 \lambda_{\kappa}} d t\right)^{-1}=\frac{N}{\rho^{2 \lambda_{\kappa}}}\left(1+o_{\rho}(1)\right), \quad \text { as } N \rightarrow \infty
$$

This implies that for $\frac{n}{N} \leq \rho \leq \frac{n+1}{N}$ and $\rho>0$,

$$
\begin{aligned}
b_{N}(\rho, x, y) & =m(\rho) \frac{n^{2 \lambda_{\kappa}}}{(N \rho)^{2 \lambda_{\kappa}}} n^{-2 \lambda_{\kappa}} P_{n}^{\kappa^{\prime}}\left(\psi\left(\frac{x}{N}\right), \psi\left(\frac{y}{N}\right)\right)\left(1+o_{\rho}(1)\right) \\
& =c m(\rho) n^{-2 \lambda_{\kappa}+1} V_{\kappa^{\prime}}\left[C_{n}^{\lambda_{\kappa}}\left(\left\langle\psi\left(\frac{x}{N}\right), \cdot\right\rangle\right)\right]\left(\frac{y}{\|y\|} \sin \frac{\|y\|}{N}, \cos \frac{\|y\|}{N}\right)+o_{\rho}(1),
\end{aligned}
$$

where we used the continuity of $m$ in the first step, and the estimate $n^{-2 \lambda_{\kappa}}\left|P_{n}^{\kappa^{\prime}}\left(\psi\left(\frac{x}{N}\right), \psi\left(\frac{y}{N}\right)\right)\right| \leq c$, as well as the fact that $\lim _{N \rightarrow \infty} \frac{n^{2 \lambda_{\kappa}}}{(N \rho)^{2 \lambda_{\kappa}}}=1$ in the last step (see [25]). Thus, using Lemma 3.2 and (4.20), we obtain

$$
\begin{align*}
b_{N}(\rho, x, y)= & c m(\rho) n^{-2 \lambda_{\kappa}+1} \int_{\mathbb{R}^{d}} C_{n}^{\lambda_{\kappa}}\left(\frac{1}{\|x\|} \sin \frac{\|x\|}{N} \sum_{j=1}^{d} x_{j} \xi_{j}+\cos \frac{\|y\|}{N} \cos \frac{\|x\|}{N}\right) \\
& \times d \mu^{\kappa} \quad \frac{y}{\|y\| \|} \frac{\sin \frac{\|y\|}{N}}{N}(\xi)+o_{\rho}(1) \\
= & c m(\rho) n^{-2 \lambda_{\kappa}+1} \int_{\|\xi\| \leq\|y\|} C_{n}^{\lambda_{\kappa}}\left(\cos \theta_{N}(x, y, \xi)\right) d \mu_{y}^{\kappa}(\xi)+o_{\rho}(1), \tag{4.30}
\end{align*}
$$

where $\theta_{N}(x, y, \xi) \in[0, \pi]$ satisfies

$$
\cos \theta_{N}(x, y, \xi)=\left(\frac{1}{\|x\|\|y\|} \sum_{j=1}^{d} x_{j} \xi_{j}\right) \sin \frac{\|x\|}{N} \sin \frac{\|y\|}{N}+\cos \frac{\|x\|}{N} \cos \frac{\|y\|}{N}
$$

Since

$$
\begin{aligned}
\cos \theta_{N}(x, y, \xi) & =1-\frac{1}{2 N^{2}}\left(\|x\|^{2}+\|y\|^{2}-2 \sum_{j=1}^{d} x_{j} \xi_{j}\right)+O_{\|x\|,\|y\|}\left(N^{-4}\right) \\
& =1-\frac{1}{2 N^{2}} u(x, y, \xi)^{2}+O_{\|x\|,\|y\|}\left(N^{-4}\right)
\end{aligned}
$$

it follows that

$$
\begin{aligned}
\theta_{N}(x, y, \xi) & =2 \arcsin \left(\frac{1}{2 N} \sqrt{u(x, y, \xi)^{2}+O_{\|x\|,\|y\|}\left(N^{-2}\right)}\right) \\
& =\frac{1}{N} \sqrt{u(x, y, \xi)^{2}+O_{\|x\|,\|y\|}\left(N^{-2}\right)}+O_{\|x\|,\|y\|}\left(N^{-2}\right) \\
& =\frac{\rho u(x, y, \xi)+o_{\|x\|,\|y\|, \rho}(1)}{n},
\end{aligned}
$$

where the last step uses the uniform continuity of the function $t \in[0, M] \rightarrow \sqrt{t}$ for any $M>0$, and the relation $\lim _{N \rightarrow \infty} \frac{n}{N \rho}=1$.

Thus, by (4.30) and (4.23), we have

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} b_{N}(\rho, x, y) \\
& =c m(\rho) \lim _{N \rightarrow \infty} \int_{\|\xi\| \leq\|y\|} n^{-2 \lambda_{\kappa}+1} C_{n}^{\lambda_{\kappa}}\left(\cos \frac{\rho u(x, y, \xi)+o_{x, y, \rho}(1)}{n}\right) d \mu_{y}^{\kappa}(\xi) \\
& =c m(\rho) \int_{\|\xi\| \leq\|y\|}(\rho u(x, y, \xi))^{-\lambda_{\kappa}+\frac{1}{2}} J_{\lambda_{\kappa}-\frac{1}{2}}(\rho u(x, y, \xi)) d \mu_{y}^{\kappa}(\xi) \\
& =c m(\rho) V_{\kappa}\left[(\rho u(x, y, \cdot))^{-\lambda_{\kappa}+\frac{1}{2}} J_{\lambda_{\kappa}-\frac{1}{2}}(\rho u(x, y, \cdot))\right](y),
\end{aligned}
$$

where we used the fact that $\left\|C_{n}^{\lambda_{\kappa}}\right\|_{\infty} \leq c n^{2 \lambda_{\kappa}-1}$, the bounded convergence theorem and (4.23) in the last step. This proves Assertion 2.

In summary, we have shown the theorem with the additional assumption $|m(t)| \leq$ $c_{1} e^{-c_{2} t}$.

Finally, we prove that the conclusion of Theorem 3.1 remains true without the additional assumption $|m(t)| \leq c_{1} e^{-c_{2} t}$. To this end, let $m_{\delta}(t)=m(t) e^{-\delta t}$ for $\delta>0$, and define $T_{m_{\delta}}: \quad L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ by

$$
\mathcal{F}_{\kappa}\left(T_{m_{\delta}} f\right)(\xi)=m_{\delta}(\xi) \mathcal{F}_{\kappa} f(\xi), \quad f \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)
$$

It is known (see [38, p. 191]) that given any $\varepsilon>0, f \mapsto \sum_{n=0}^{\infty} e^{-n \varepsilon} \operatorname{proj}_{n}^{\tilde{\kappa}} f$ is a positive operator on $L^{p}\left(\mathbb{S}^{d} ; h_{\widetilde{\kappa}}^{2}\right)$ that satisfies

$$
\sup _{\varepsilon>0}\left\|\sum_{n=0}^{\infty} e^{-n \varepsilon} \operatorname{proj}_{n}^{\widetilde{\kappa}} f\right\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\tilde{\kappa}}^{2}\right)} \leq\|f\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\tilde{\kappa}}^{2}\right)}
$$

Indeed, this follows from [?, Theorem 4.2] and the fact that $V_{\kappa}$ is positive, which was proved in [72]. Thus, applying Theorem 3.1 for the already proven case, we have

$$
\begin{equation*}
\sup _{\delta>0}\left\|T_{m_{\delta}} f\right\|_{L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)} \leq c A\|f\|_{L^{p}\left(\mathbb{R}^{d} ; h_{k}^{2}\right)} . \tag{4.31}
\end{equation*}
$$

On the other hand, from the definition we can decompose the operator $T_{m_{\delta}}$ as

$$
\begin{equation*}
T_{m_{\delta}} f=P_{\delta}(T f) \tag{4.32}
\end{equation*}
$$

where $\mathcal{F}_{\kappa}(T f)(\xi)=m(\|\xi\|) \mathcal{F}_{\kappa} f(\xi)$ and

$$
\mathcal{F}_{\kappa}\left(P_{\delta} f\right)(\xi)=e^{-\delta\|\xi\|} \mathcal{F}_{\kappa} f(\xi)
$$

The function $P_{\delta} f$ is called the Poisson integral of $f$, and it can be expressed as a generalized convolution (see [26])

$$
P_{\delta} f(x):=\left(f *_{\kappa} P_{\delta}\right)(x)
$$

with

$$
P_{\delta}(x):=2^{\gamma_{\kappa}+\frac{d}{2}} \frac{\Gamma\left(\gamma_{\kappa}+\frac{d+1}{2}\right)}{\sqrt{\pi}} \frac{\delta}{\left(\delta^{2}+\|x\|^{2}\right)^{\gamma_{\kappa}+\frac{d+1}{2}}} .
$$

It was shown in [26, Theorem 6.2] that

$$
\lim _{\delta \rightarrow 0+} P_{\delta} f(x)=f(x), \quad \text { a.e. } x \in \mathbb{R}^{d}
$$

for any $f \in L^{q}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ with $1 \leq q<\infty$. Since $m$ is bounded, $T f \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ for $f \in L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$. Thus, for any $f \in \mathcal{S}$, using (4.32),

$$
\begin{equation*}
\lim _{\delta \rightarrow 0+} T_{m_{\delta}} f(x)=\lim _{\delta \rightarrow 0+} P_{\delta}(T f)(x)=T f(x), \text { a.e. } x \in \mathbb{R}^{d} \tag{4.33}
\end{equation*}
$$

which combined with (4.31) and the Fatou theorem implies the desired estimate

$$
\|T f\|_{L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)} \leq c A\|f\|_{L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)}
$$

This completes the proof of the theorem.

## 4. Applications

4.1. Hörmander's multiplier theorem and the Littlewood-Paley inequality. As a first application of Theorem 3.1, we shall prove the following Hörmander type multiplier theorem:

THEOREM 4.1. Let $m:(0, \infty) \rightarrow \mathbb{R}$ be a bounded function satisfying $\|m\|_{\infty} \leq A$ and Hörmander's condition

$$
\begin{equation*}
\frac{1}{R} \int_{R}^{2 R}\left|m^{(r)}(t)\right| d t \leq A R^{-r}, \quad \text { for all } R>0 \tag{4.34}
\end{equation*}
$$

where $r$ is the smallest integer $\geq \lambda_{\kappa}+1$. Let $T_{m}$ be an operator on $L^{2}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ defined by

$$
\mathcal{F}_{\kappa}\left(T_{m} f\right)(\xi)=m(\|\xi\|) \mathcal{F}_{\kappa} f(\xi), \quad \xi \in \mathbb{R}^{d}
$$

Then

$$
\left\|T_{m} f\right\|_{\kappa, p} \leq C_{p} A\|f\|_{\kappa, p}
$$

for all $1<p<\infty$ and $f \in \mathcal{S}\left(\mathbb{R}^{d}\right)$.
Proof. Let $\mu_{\ell}=m(\ell \varepsilon)$ for $\varepsilon>0$ and $\ell=0,1, \cdots$. Then

$$
\begin{aligned}
\left|\triangle^{r} \mu_{\ell}\right| & =\varepsilon^{r}\left|\int_{[0,1]^{r}} m^{(r)}\left(\varepsilon t_{1}+\cdots+\varepsilon t_{r}+\varepsilon \ell\right) d t_{1} \cdots d t_{r}\right| \\
& \leq \int_{[0, \varepsilon]^{r}}\left|m^{(r)}\left(t_{1}+\cdots+t_{r}+\varepsilon \ell\right)\right| d t_{1} \cdots d t_{r} \leq \varepsilon^{r-1} \int_{\varepsilon \ell}^{\varepsilon(r+\ell)}\left|m^{(r)}(t)\right| d t .
\end{aligned}
$$

This implies that for $2^{j} \geq r$

$$
\begin{aligned}
2^{j(r-1)} \sum_{l=2^{j}}^{2^{j+1}}\left|\Delta^{r} \mu_{l}\right| & \leq 2^{j(r-1)} \varepsilon^{r-1} \sum_{l=2^{j}}^{2^{j+1}} \int_{\varepsilon \ell}^{\varepsilon(r+\ell)}\left|m^{(r)}(t)\right| d t \\
& \leq(r-1) 2^{j(r-1)} \varepsilon^{r-1} \int_{2^{j} \varepsilon}^{\varepsilon\left(2^{j+1}+r\right)}\left|m^{(r)}(t)\right| d t \\
& \leq 2^{j(r-1)}(r-1) \varepsilon^{r-1} \int_{2^{j} \varepsilon}^{2^{j+2} \varepsilon}\left|m^{(r)}(t)\right| d t \leq c_{r} A
\end{aligned}
$$

where the last step uses (4.34). On the other hand, however, for $2^{j} \leq r$, we have

$$
2^{j(r-1)} \sum_{l=2^{j}}^{2^{j+1}}\left|\Delta^{r} \mu_{l}\right| \leq c_{r} \max _{j}\left|\mu_{j}\right| \leq c_{r} A
$$

Thus, using Theorem 2.2, we deduce

$$
\sup _{\varepsilon>0}\left\|\sum_{n=0}^{\infty} m(\varepsilon n) \operatorname{proj}_{n}^{\kappa^{\prime}} f\right\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)} \leq c\|f\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)}
$$

The desired conclusion then follows by Theorem 3.1.
REmARK 4.2. Hörmander's condition is normally stated in the following form

$$
\begin{equation*}
\left(\frac{1}{R} \int_{R}^{2 R}\left|m^{(r)}(t)\right|^{2} d t\right)^{\frac{1}{2}} \leq A R^{-r}, \text { for all } R>0 \tag{4.35}
\end{equation*}
$$

See, for instance, [46, Theorem 5.2.7]. Clearly, the condition (4.34) in Theorem 4.1 is weaker than (4.35). On the other hand, however, Theorem 4.1 is applicable only to radial multiplier $m(\|\cdot\|)$.

Corollary 4.3. Let $\Phi$ be an even $C^{\infty}$-function that is supported in the set $\left\{x \in \mathbb{R}: \quad \frac{9}{10} \leq|x| \leq \frac{21}{10}\right\}$ and satisfies either

$$
\sum_{j \in \mathbb{Z}} \Phi\left(2^{-j} \xi\right)=1, \quad \xi \in \mathbb{R} \backslash\{0\}
$$

or

$$
\sum_{j \in \mathbb{Z}}\left|\Phi\left(2^{-j} \xi\right)\right|^{2}=1, \quad \xi \in \mathbb{R} \backslash\{0\} .
$$

Let $\triangle_{j}$ be an operator defined by

$$
\mathcal{F}_{\kappa}\left(\triangle_{j} f\right)(\xi)=\Phi\left(2^{-j}\|\xi\|\right) \mathcal{F}_{\kappa} f(\xi), \quad \xi \in \mathbb{R}^{d}
$$

Then we have

$$
\|f\|_{\kappa, p} \sim_{\kappa, p}\left\|\left(\sum_{j \in \mathbb{Z}}\left|\triangle_{j} f\right|^{2}\right)^{\frac{1}{2}}\right\|_{\kappa, p}
$$

holds for all $f \in L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$ and $1<p<\infty$.
Proof. Corollary 4.3 follows directly from Theorem 4.1. Since the proof is quite standard (see, for instance, [78] ), we omit the details.
4.2. The Bochner-Riesz means. Given $\delta>-1$, the Bochner-Riesz means of order $\delta$ for the Dunkl transform are defined by

$$
\begin{equation*}
B_{R}^{\delta}\left(h_{\kappa}^{2} ; f\right)(x)=c \int_{\|y\| \leq R}\left(1-\frac{\|y\|^{2}}{R^{2}}\right)^{\delta} \mathcal{F}_{\kappa} f(y) E_{\kappa}(i x, y) h_{\kappa}^{2}(y) d y, \quad R>0 \tag{4.36}
\end{equation*}
$$

Convergence of the Bochner -Riesz means in the setting of Dunkl transform was studied recently by Thangavelu and Yuan Xu [86, Theorem 5.5], who proved that if $\delta>\lambda_{\kappa}:=\frac{d-1}{2}+\gamma_{\kappa}$ and $1 \leq p \leq \infty$ then

$$
\begin{equation*}
\sup _{R>0}\left\|B_{R}^{\delta}\left(h_{\kappa}^{2} ; f\right)\right\|_{\kappa, p} \leq c\|f\|_{\kappa, p} \tag{4.37}
\end{equation*}
$$

Our next result concerns the critical indices for the validity of (4.37) in the case of $G=\mathbb{Z}_{2}^{d}$ :

Theorem 4.4. Suppose that $G=\mathbb{Z}_{2}^{d}, f \in L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right), 1 \leq p \leq \infty$, and $\left|\frac{1}{p}-\frac{1}{2}\right| \geq$ $\frac{1}{2 \lambda_{\kappa}+2}$. Then (4.37) holds if and only if

$$
\begin{equation*}
\delta>\delta_{\kappa}(p):=\max \left\{\left(2 \lambda_{\kappa}+1\right)\left|\frac{1}{p}-\frac{1}{2}\right|-\frac{1}{2}, 0\right\} \tag{4.38}
\end{equation*}
$$

It should be pointed out that the result of [86, Theorem 5.5] is applicable to the case of a general finite reflection group $G$, while Theorem 4.4 above applies to the case of $\mathbb{Z}_{2}^{d}$ only.

Proof. We start with the proof of the sufficiency. Assume that $\kappa:=\left(\kappa_{1}, \cdots, \kappa_{d}\right)$ and $h_{\kappa}(x):=\prod_{j=1}^{d}\left|x_{j}\right|^{\kappa_{j}}$. Let $\kappa^{\prime}=(\kappa, 0)$ and $h_{\kappa^{\prime}}\left(x, x_{d+1}\right)=h_{\kappa}(x)$ for $x \in \mathbb{R}^{d}$ and $x_{d+1} \in \mathbb{R}$. Set $m(t)=\left(1-t^{2}\right)_{+}^{\delta}$. By the equivalence of the Riesz and the Cesàro summability methods of order $\delta \geq 0$ (see [45]), we deduce from Theorem 2.3

$$
\sup _{\varepsilon>0}\left\|\sum_{n=0}^{\infty} m(\varepsilon n) \operatorname{proj}_{n}^{\kappa^{\prime}} f\right\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)} \leq c\|f\|_{L^{p}\left(\mathbb{S}^{d} ; h_{\kappa^{\prime}}^{2}\right)}
$$

whenever $\left|\frac{1}{p}-\frac{1}{2}\right| \geq \frac{1}{2 \sigma_{\kappa^{\prime}}+2}$ and $\delta>\delta_{\kappa^{\prime}}(p)$, where $\sigma_{\kappa^{\prime}}=\lambda_{\kappa}$ and $\delta_{\kappa^{\prime}}(p)=\delta_{\kappa}(p)$. Thus, invoking Theorem 3.1, we conclude that for $\delta>\delta_{\kappa}(p)$,

$$
\left\|B_{1}^{\delta}\left(h_{\kappa}^{2} ; f\right)\right\|_{\kappa, p} \leq c\|f\|_{\kappa, p}
$$

The estimate (4.37) then follows by dilation. This proves the sufficiency.
The necessity part of the theorem follows from the corresponding result for the Hankel transform. To see this, let $f(x)=f_{0}(\|x\|)$ be a radial function in $L^{p}\left(\mathbb{R}^{d}, h_{\kappa}^{2}\right)$. Using (4.36) and Lemma 2.1 (vii), we have
$B_{R}^{\delta}\left(h_{\kappa}^{2} ; f\right)(x)=\int_{0}^{R}\left(1-\frac{r^{2}}{R^{2}}\right)^{\delta} H_{\lambda_{\kappa}-\frac{1}{2}} f_{0}(r) r^{2 \lambda_{\kappa}}\left[\int_{\mathbb{S}^{d-1}} E_{\kappa}\left(i x, r y^{\prime}\right) h_{\kappa}^{2}\left(y^{\prime}\right) d \sigma\left(y^{\prime}\right)\right] d r$.
However, by [86, Proposition 2.3] applied to $n=0$ and $g=1$, we have

$$
\int_{\mathbb{S}^{d-1}} E_{\kappa}\left(i x, r y^{\prime}\right) h_{\kappa}^{2}\left(y^{\prime}\right) d \sigma\left(y^{\prime}\right)=c\left(\frac{r\|x\|}{2}\right)^{-\lambda_{\kappa}+\frac{1}{2}} J_{\lambda_{\kappa}-\frac{1}{2}}(r\|x\|) .
$$

It follows that

$$
\begin{aligned}
B_{R}^{\delta}\left(h_{\kappa}^{2} ; f\right)(x) & =c \int_{0}^{R}\left(1-\frac{r^{2}}{R^{2}}\right)^{\delta} H_{\lambda_{\kappa}-\frac{1}{2}} f_{0}(r)\left(\frac{r\|x\|}{2}\right)^{-\lambda_{\kappa}+\frac{1}{2}} J_{\lambda_{\kappa}-\frac{1}{2}}(r\|x\|) r^{2 \lambda_{\kappa}} d r \\
& =c \widetilde{B}_{R}^{\delta} f_{0}(\|x\|)
\end{aligned}
$$

where $\widetilde{B}_{R}^{\delta}$ denotes the Bockner-Riesz mean of order $\delta$ for the Hankel transform $H_{\lambda_{\kappa}-\frac{1}{2}}$. However, it is known (see [93]) that $\widetilde{B}_{R}^{\delta}, 0<\delta<\lambda_{\kappa}$, is bounded on $L^{p}\left((0, \infty), t^{2 \lambda_{\kappa}}\right)$ if and only if

$$
\begin{equation*}
\frac{2 \lambda_{\kappa}+1}{\lambda_{\kappa}+\delta+1}<p<\frac{2 \lambda_{\kappa}+1}{\lambda_{\kappa}-\delta} \tag{4.39}
\end{equation*}
$$

Thus, to complete the proof of the necessity part of the theorem, by (4.39), we just need to observe that if $f(x)=f_{0}(\|x\|)$ is a radial function in $L^{p}\left(\mathbb{R}^{d} ; h_{\kappa}^{2}\right)$, then

$$
\|f\|_{\kappa, p}=c\left\|f_{0}\right\|_{L^{p}\left(\mathbb{R} ;|x|^{\left.2 \lambda_{\kappa}\right)}\right.}
$$

## 5. Notes and further results

1. The Dunkl transform plays the same role as the Fourier transform in classical Fourier analysis. Many important properties of the Dunkl transform were proved in [51]). Properties on the generalized translation operator and the generalized convolution can be found in [86].
2. Several important results in classical Fourier analysis have been extended to the setting of Dunkl transform by Thangavelu and Yuan Xu [87, 86]. The problem, however, turns out to be rather difficult in general. One of the difficulties comes from the fact that the generalized translation operator $\tau_{y}$, which plays the role of the usual translation $f \rightarrow f(\cdot-y)$, is not positive in general (see, for instance, [86, Proposition 3.10]). In fact, even the $L^{p}$ boundedness of $\tau_{y}$ is not established in general (see $[\mathbf{8 7}, \mathbf{8 6}]$ ).
3. A very useful explicit formula for the intertwining operator $V_{\kappa}$ was obtained by Dunkl [36] in the case of $G=\mathbb{Z}_{2}$, and was later extended to the more general case of $G=\mathbb{Z}_{2}^{d},(d \in \mathbb{N})$ by Xuan Xu [96]. The positivity of $V_{\kappa}$ as well as many important properties of $V_{\kappa}$ were proved by Rösler [72].
4. In the unweighted case, for the classical Fourier transform, Theorem 4.4 is well known, and in fact, it follows from the following Tomas-Stein restriction theorem (see, for instance, [46, Section 10.4]):

$$
\begin{equation*}
\|\widehat{f}\|_{L^{2}\left(\mathbb{S}^{d-1}\right)} \leq C_{p}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}, \quad 1 \leq p \leq \frac{2 d+2}{d+3} \tag{4.40}
\end{equation*}
$$

where $\widehat{f}$ denotes the usual Fourier transform of $f$. In the weighted case, while estimates similar to (4.40) can be proved for the Dunkl transform $\mathcal{F}_{\kappa} f$ (see [53, Theorem 4.1]), they do not seem to be enough for the proof of Theorem 4.4. A similar fact was indicated in [26] for the case of the Cesàro means for h-harmonic expansions on the unit sphere, where global estimates for the projection operators have to be replaced with more delicate local estimates, which are significantly more difficult to prove than the corresponding global estimates.
5. In the case of ordinary spherical harmonics (i.e., $\kappa=0$ ), Theorem 3.1 is due to Bonami and Clerc [5, Theorem 1.1].
6. The main results of this chapter were proved in [23]. The idea of the proof of Theorem 3.1 can be traced back to [5].

## APPENDIX A

## Jacobi and related orthogonal polynomials

## A.1. Jacobi polynomials

For parameters $\alpha, \beta>-1$, the Jacobi weight function is defined by

$$
w_{\alpha, \beta}(x)=c_{\alpha, \beta}(1-x)^{\alpha}(1+x)^{\beta}, \quad-1<x<1 .
$$

where the normalization constant is given by

$$
c_{\alpha, \beta}^{-1}:=\int_{-1}^{1} w_{\alpha, \beta}(x) d x=2^{\alpha+\beta+1} \frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)} .
$$

For $n \geq 0$, the Jacobi polynomials are defined by

$$
\begin{align*}
P_{n}^{(\alpha, \beta)}(x) & =\frac{(-1)^{n}}{2^{n} n!}(1-x)^{-\alpha}(1+x)^{-\beta} \frac{d^{n}}{d x^{n}}\left((1-x)^{\alpha+n}(1+x)^{\beta+n}\right)  \tag{A.1}\\
& =\frac{(\alpha+1)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n+\alpha+\beta+1 \\
\alpha+1
\end{array} ; \frac{1-x}{2}\right) .
\end{align*}
$$

They are orthogonal polynomials with respect to $w_{\alpha, \beta}$ : For $n, m \geq 0$,

$$
\begin{equation*}
\int_{-1}^{1} P_{n}^{(\alpha, \beta)}(x) P_{m}^{(\alpha, \beta)}(x) w_{\alpha, \beta}(x) d x=\frac{(\alpha+1)_{n}(\beta+1)_{n}(\alpha+\beta+n+1)}{n!(\alpha+\beta+2)_{n}(\alpha+\beta+2 n+1)} \delta_{n, m} . \tag{A.2}
\end{equation*}
$$

Some properties of Jacobi polynomials are listed below

1. The leading coefficient is $k_{n}=\frac{(n+\alpha+\beta+1)_{n}}{2^{n} n!}$;
2. $P_{n}^{(\alpha, \beta)}(-x)=(-1)^{n} P_{n}^{(\beta, \alpha)}(x)$ and $P_{n}^{(\alpha, \beta)}(1)=(\alpha+1)_{n} / n!$;
3. $P_{n}^{(\alpha, \beta)}(x)$ satisfies the differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-(\alpha-\beta+(\alpha+\beta+2) x) y^{\prime}+n(n+\alpha+\beta+1) y=0
$$

4. $\frac{d}{d x} P_{n}^{(\alpha, \beta)}(x)=\frac{n+\alpha+\beta+1}{2} P_{n-1}^{(\alpha+1, \beta+1)}(x)$.
5. three-term relation

$$
\begin{aligned}
P_{n+1}^{(\alpha, \beta)}(x)= & \frac{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta+2)}{2(n+1)(n+\alpha+\beta+1)} x P_{n}^{(\alpha, \beta)}(x) \\
& +\frac{(2 n+\alpha+\beta+1)\left(\alpha^{2}-\beta^{2}\right)}{2(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)} P_{n}^{(\alpha, \beta)}(x) \\
& -\frac{(\alpha+n)(\beta+n)(2 n+\alpha+\beta+2)}{(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)} P_{n-1}^{(\alpha, \beta)}(x) .
\end{aligned}
$$

They also have the following additional properties:

$$
\begin{equation*}
\frac{d}{d x} P_{n}^{(\alpha, \beta)}(x)=\frac{n+\alpha+\beta+1}{2} P_{n-1}^{(\alpha+1, \beta+1)}(x), \tag{A.3}
\end{equation*}
$$

$$
\begin{align*}
P_{n}^{(\alpha+1, \beta)}(x)= & \frac{\Gamma(n+\beta+1)}{\Gamma(n+\alpha+\beta+2)} \\
& \times \sum_{j=0}^{n} \frac{(2 j+\alpha+\beta+1) \Gamma(j+\alpha+\beta+1)}{\Gamma(j+\beta+1)} P_{j}^{(\alpha, \beta)}(x), \tag{A.4}
\end{align*}
$$

and for $\alpha, \beta>-\frac{1}{2}$,

$$
\begin{equation*}
\left|P_{n}^{(\alpha, \beta)}(\cos \theta)\right| \leq c_{\alpha, \beta} n^{-\frac{1}{2}}\left(n^{-1}+\theta\right)^{-\alpha-\frac{1}{2}}\left(n^{-1}+\pi-\theta\right)^{-\beta-\frac{1}{2}} . \tag{A.5}
\end{equation*}
$$

## A.2. Gegenbauer polynomials

For $\lambda>-1 / 2$, the Gengenbauer weight function is defined by,

$$
w_{\lambda}(x):=c_{\lambda}\left(1-x^{2}\right)^{\lambda-1 / 2}, \quad c_{\lambda}=c_{\lambda-1 / 2, \lambda-1 / 2}, \quad-1<x<1,
$$

a special case of the Jacobi weight. The Gegenbauer polynomials are defined by

$$
\begin{equation*}
C_{n}^{\lambda}(x)=\frac{(2 \lambda)_{n}}{\left(\lambda+\frac{1}{2}\right)_{n}} P_{n}^{(\lambda-1 / 2, \lambda-1 / 2)}(x) \tag{A.6}
\end{equation*}
$$

Their orthogonal relation is given by

$$
\begin{equation*}
\int_{-1}^{1} C_{n}^{\lambda}(x) C_{m}^{\lambda}(x) w_{\lambda}(x) d x=\frac{\lambda(2 \lambda)_{n}}{(n+\lambda) n!} \delta_{n, m} . \tag{A.7}
\end{equation*}
$$

They satisfy the following properties:

1. The leading coefficient is $\frac{(\lambda)_{n} 2^{n}}{n!}$.
2. $C_{n}^{\lambda}(1)=\frac{(2 \lambda)_{n}}{n!}$.
3. The three-term relation:

$$
C_{n+1}^{\lambda}(x)=\frac{2(n+\lambda)}{n+1} x C_{n}^{\lambda}(x)-\frac{n+2 \lambda-1}{n+1} C_{n-1}^{\lambda}(x) .
$$

They also satisfy the following additional properties

$$
\begin{align*}
\frac{d}{d x} C_{n}^{\lambda}(x) & =2 \lambda C_{n-1}^{\lambda+1}(x),  \tag{A.8}\\
(n+\lambda) C_{n}^{\lambda}(x) & =\lambda\left(C_{n+1}^{\lambda}(x)-C_{n-1}^{\lambda}(x)\right) . \tag{A.9}
\end{align*}
$$

For $n \geq 0$ and $\lambda>0$,

$$
C_{n}^{\lambda}(x)=\frac{(\lambda)_{n} 2^{n}}{n!} x^{n}{ }_{2} F_{1}\left(\begin{array}{c}
-\frac{n}{2}, \frac{1-n}{2}  \tag{A.10}\\
1-n-\lambda
\end{array} ; \frac{1}{x^{2}}\right) .
$$

For $|x| \leq 1$ and $|r|<1$

$$
\begin{equation*}
\frac{1-r^{2}}{\left(1-2 x r+r^{2}\right)^{\lambda+1}}=\sum_{n=0}^{\infty} \frac{n+\lambda}{\lambda} C_{n}^{\lambda}(x) r^{n} . \tag{A.11}
\end{equation*}
$$

The special case $\lambda=0$ is the Chebyshev polynomial of the first kind, denoted by $T_{n}(x)$, and satisfies

$$
\lim _{\lambda \rightarrow 0} \frac{1}{\lambda} C_{n}^{\lambda}(x)=T_{n}(x)=\cos n \theta, \quad x=\cos \theta
$$

The case $\lambda=1$ is the Chebyshev polynomial of the second kind, denoted by $U_{n}(x)$

$$
U_{n}(x)=C_{n}^{1}(x)=\frac{\sin (n+1) \theta}{\sin \theta}, \quad x=\cos \theta
$$

The case $\lambda=\frac{1}{2}$ is the Legendre polynomial, often denoted by

$$
P_{n}(x)=C_{n}^{1 / 2}(x)
$$

which are orthogonal for $d x$ on $-1 \leq x \leq 1$.

## Bibliography

[1] Abramowitz, M. and Stegun, I. (1970). Handbook of mathematical functions, 9th printing, Dover Publ., New York.
[2] Appell, P. and de Fériet, J. K. (1926). Fonctions hypergéométriques et hypersphériques, polynomes d'Hermite, Gauthier-Villars, Paris.
[3] Askey, R., Andrews, G. and Roy, R., Special Functions, Encyclopedia of Mathematics and its Applications 71, Cambridge University Press, Cambridge, 1999.
[4] Axler, S., Bourdon, P. and Ramey, W. (1992). Harmonic function theory, Springer, New York.
[5] Bonami, A. and Clerc, J-L., Sommes de Cesàro et multiplicateurs des développe-ments en harmoniques sphériques, Trans. Amer. Math. Soc. 183 (1973), 223-263.
[6] Bergh, J. and Löfström, J. , Interpolation spaces, an introduction, Springer-Verlag, 1970.
[7] C. Bennet and R. Sharpley, Interpolation of Operators, Academic Press, 1988.
[8] P. Borwein and T. Erdélyi, "Polynomials and polynomial inequalities", Graduate Texts in Mathematics 161, Springer-Verlag, New York, 1995.
[9] E. Belinsky, F. Dai, and Z. Ditzian, Multivariate approximating averages, J. Approx. Theory 125(1) (2003), 85-105.
[10] Brown, G. and Dai, F., Approximation of smooth functions on compact two-point homogeneous spaces, J. Funct. Anal. 220(2) (2005), 401-423.
[11] Coifman, R. R. and Weiss, G. Analyse harmonique non-commutative sur certain espaces homogenes, Lecture Notes in Math. 242, Springer, Berlin, 1972.
[12] Dai,F. (2006). Multivariate polynomial inequalities with respect to doubling weights and $A_{\infty}$ weights, J. Funct. Analysis 235, 137-170.
[13] F. Dai, Jackson-type inequality for doubling weights on the sphere, Constr. Approx. 24(1) (2006), 91-112.
[14] F. Dai, Characterizations of function spaces on the sphere using spherical frames, Transactions of the American Mathematical Society 359 (2007), 567-589.
[15] F. Dai, Z. Ditzian, Jackson inequality for Banach spaces on the sphere, Acta Math. Hungar. 118(1-2) (2008), 171-195.
[16] F. Dai and Z. Ditzian, Combinations of multivariate averages, Jour. Approx. Theory 131 (2004), 268-283.
[17] F. Dai and Z. Ditzian, Littlewood-Paley theory and sharp Marchaud inequality, Acta Sci. Math. (Szëged) 71, 2005, 65-90.
[18] F. Dai and Z. Ditzian, Cesàro summability and Marchaud inequality, Constr. Approx. 25(1)(2007), 73-88.
[19] F. Dai, Z. Ditzian, H. W. Huang, Equivalence of measures of smoothness in $L^{p}\left(\mathbb{S}^{d-1}\right)$, $1<p<\infty$, Studia Math. 196(2) (2010), 179-205.
[20] F. Dai, Z. Ditzian, and S. Tikhonov, Sharp Jackson inequalities, J. Approx. Theory 151(1) (2008), 86-112.
[21] F. Dai, and H. P. Wang, Positive cubature formulas and Marcinkiewicz-Zygmund inequalities on spherical caps, Constructive Approximation 31(1) (2010), 1-36.
[22] F. Dai, and H. P. Wang, Optimal quadrature in weighted Besov spaces with $A_{\infty}$ weights on multivariate domains, submitted.
[23] F. Dai, and H. P. Wang, A transference theorem for the Dunkl transform and its applications, Journal of Functional Analysis 258(12) (2010), 4052-4074.
[24] Dai, F. and Xu, Y. (2007), Maximal function and multiplier theorem for weighted space on the unit sphere, J. Funct. Anal. 249 (2007), 477-504.
25] Dai, F. and Xu, Y. (2009) Cesàro means of orthogonal expansions in several variables, Const. Approx. 29 (2009), 129-155.
[26] Dai, F. and Xu, Y. (2009) Boundedness of projection operators and Cesàro means in weighted $L^{p}$ space on the unit sphere. Trans. Amer. Math. Soc. 361, 3189-3221.
[27] Dai, F. and Xu, Y. (2010) Moduli of smoothness and approximation on the unit sphere and the unit ball, Advances in Math. 224(4) (2010), 1233-1310.
[28] Dai, F. and Xu, Y. (2011) Polynomial approximation in Sobolev spaces on the unit sphere and the unit ball, J. Approx. Theory, to appear.
[29] R. A. DeVore and G. G. Lorentz, Constructive Approximation. Springer, New York, 1993.
[30] Z. Ditzian, Fractional derivatives and best approximation, Acta Math. Hungar. 81(4) (1998), 323-348.
[31] Z. Ditzian, On the Marchaud-type inequality, Proc. Amer. Math. Soc. 103 (1988) 198-202.
[32] Z. Ditzian and A. Prymak, Sharp Marchaud and converse inequalities in Orlicz spaces, Proc. Amer. Math. Soc. 135 (2007), 1115-1121.
[33] Z. Ditzian, and A. Prymak, Convexity, moduli of smoothness and a Jackson-type inequality, Acta Math. Hungar.130(3) (2011), 254-285.
[34] Dunkl, C. F. (1966). Operators and harmonic analysis on the sphere. Trans. Amer. Math. Soc. 125, 250-263.
[35] Dunkl, C. F. (1989). Differential-difference operators associated to reflection groups, Trans. Amer. Math. Soc. 311, 167-183.
[36] C. Dunkl, Integral kernels with reflection group invariance, Canad. J. Math. 43 (1991), 1213-1227.
[37] C. F. Dunkl, Hankel transforms associated to finite reflection groups, in Hypergeometric functions on domains of positivity, Jack polynomials, and applications (Tampa, FL, 1991), 123-138, Contemporary Mathematics 138, American Math. Society, Providence, RI. 1992.
[38] Dunkl, C. F. and Xu, Y. (2001). Orthogonal Polynomials of Several Variables Encyclopedia of Mathematics and its Applications 81, Cambridge University Press, Cambridge, 2001.
[39] T. Erdélyi, Remez-type inequalities on the size of generalized polynomials, J. London Math. Soc. (2) 45(2) (1992),
[40] T. Erdélyi, Remez-type inequalities and their applications, J. Comput. Appl. Math. 47(2) (1993), 167-209.
[41] T. Erdélyi, Notes on inequalities with doubling weights, J. Approx. Theory 100(1) (1999), 60-72.
[42] T. Erdélyi, Markov-Bernstein-type inequality for trigonometric polynomials with respect to doubling weights on $[-\omega, \omega]$, Constr. Approx. 19(3) (2003), 329-338.
[43] Erdélyi, A., Magnus, W., Oberhettinger, F. and Tricomi, F. G. (1953). Higher transcendental functions, McGraw-Hill, New York.
[44] Fefferman, C. and Stein, E., Some maximal inequalities, Amer. J. Math. 93 (1971), 107-115.
[45] J.J. Gergen, Summability of double Fourier series, Duke Math. J. 3(2) (1937), 133-148.
[46] Grafakos, L. Classical and Modern Fourier Analysis, Pearson Education Inc., Upper Saddle River, New Jersey, 2004.
[47] Hobson, E. W. (1955) The theory of spherical and elliptical harmonics, Chelsea Publishing Co., New York.
[48] S. Karlin and G. McGregor, Classical diffusion processes and total positivity, J.Math. Anal. Appl. 1 (1960), 163-183.
[49] K. Ivanov, P. Petrushev and Y. Xu, Sub-exponentially localized kernels and frames induced by orthogonal expansions, Math. Z. 264 (2010), 361-397.
[50] K. Ivanov, P. Petrushev and Y. Xu, Decomposition of spaces of distributions induced by tensor product bases, submitted.
[51] M. F. E. de Jeu, The Dunkl transform, Invent. Math. 113 (1993), 147-162.
[52] Li, Zh.-K. and Xu, Y. (2003). Summability of orthogonal expansions of severa variables $J$. Approx. Theory, 122, 267-333.
[53] L. M. Liu, Harmonic analysis associated with finite refelction groups, PhD thesis, 2004, Capital Normal University, Beijing, China.
[54] G. G. Lorentz, M. V. Golitschek and Yu. Makovoz, Constructive Approximation (Advanced Problems), Springer, 1996.
[55] Mhaskar, H. Polynomial operators and local smoothness classes on the unit interval, J. Approx. Theory 131 (2004), 243-267.
[56] H. N. Mhaskar, F.J. Narcowich and J.D. Ward, Spherical Marcinkiewicz-Zygmund inequalities and positive quadrature, Math. Comp. 70 (2001), 1113-1130 (Corrigendum: Math. Comp. 71 (2001) 453-454).
[57] H. N. Mhaskar, Local quadrature formulas on the sphere, J. Complexity 20(5) (2004), 753-772.
[58] G. Mastroianni and V. Totik, Jackson type inequalities for doubling weights II, East J. Approx. 5(1) (1999), 101-116.
[59] G. Mastroianni and V. Totik, Weighted polynomial inequalities with doubling and $A \mathbf{s} \infty$ weights, Constr. Approx. 16(1) (2000), 37-71.
[60] G. Mastroianni and V. Totik, Best approximation and moduli of smoothness for doubling weights, J. Approx. Theory, 110(2) (2001), 180-199.
[61] Mastroianni, G., and Totik, V., Uniform spacing of zeros of orthogonal polynomials, Constr. Approx., 32(2) (2010), 181-192.
[62] Müller, C. (1966). Spherical harmonics. Lecture Notes in Math. No. 17, Springer-Verlag, New York.
[63] Müller, C. (1997). Analysis of spherical symmetries in Euclidean spaces, Springer, New York.
[64] F. J. Narcowich, P. Petrushev and J. D. Ward, Localized tight frames on spheres, SIAM J. Math. Anal., 38 (2006), 574-594.
[65] F. J. Narcowich, P. Petrushev and J. D. Ward, Decomposition of Besov and Triebel-Lizorkin spaces on the sphere, J. Funct. Anal. 238 (2006), 530-564.
[66] Nikolskii, S. M. and Lizorkin, P. I. (1986). Approximation on the sphere, survey, Translated from the Russian by Jerzy Trzeciak. Banach Center Publ., 22, Approximation and function spaces (Warsaw, 1986), 281-292, PWN, Warsaw, 1989.
[67] S. Pawelke, Über Approximationsordnung bei Kugelfunktionen und algebraischen Polynomen, Tôhoku Math. J., 24 (1972), 473-486.
[68] Petrushev, P. (1999). Approximation by ridge functions and neural networks, SIAM J. Math. Anal. 30, 155-189.
[69] P. Petrushev and V. Popov, Rational Approximation of Real Functions, Cambridge Univ. Press, 1987.
[70] P. Petrushev, Yuan Xu, Localized polynomial frames on the interval with Jacobi weights, J. Fourier Anal. and Appl., 11 (2005), 557-575.
[71] Petrushev, P. and Xu, Y. (2008). Localized polynomial frames on the ball, Constructive Approx., 27, 121-148.
[72] M. Rösler, Positivity of Dunkl intertwining operator, Duke Math. J., 98 (1999), 445-463.
[73] M. Rösler, A positive radial product formula for the Dunkl kernel, Trans. Amer. Math. Soc., 355 (2003), 2413-2438.
[74] Rustamov, Kh. P. (1993). On the approximation of functions on a sphere, (Russian), Izv. Ross. Akad. Nauk Ser. Mat. 57(5), 127-148; translation in Russian Acad. Sci. Izv. Math. 43(2) (1994), 311-329.
[75] Rustamov, Kh. P. (1993). On the equivalence of some moduli of smoothness on the sphere, Soviet Math. Dokl., 44 (1992), 660-664.
[76] Stein, E. M. (1993). Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatroy Integrals, Princeton Univ. Press, Princeton, NJ, 1993.
[77] Stein, E. M. and Weiss, G. (1971). Introduction to Fourier analysis on Euclidean spaces, Princeton Univ. Press, Princeton, 1971.
[78] Stein, E.M. Topics in harmonic analysis related to the LittlewoodPaley theory, Annals of Mathematical Studies, Vol. 63. Princeton, NJ: Princeton Univ. Press, 1970.
[79] R.M. Trigub and E.S. Belinsky, Fourier Analysis and Approximation of Functions, Kluwer Academic Publisher, 2004.
[80] V. Totik, Sharp converse theorem of $L^{p}$ polynomial approximation, Constr. Approx. 4 (1988), 419-433.
[81] Szego, G. (1975). Orthogonal polynomials, Providence, RI: Amer. Math. Soc. Colloq. Publ. Vol.23, Providence, 4th edition.
[82] M.F. Timan, Converse theorems of the constructive theory of functions in the spaces $L_{p}$, Mat. Sborn. 46(1958), no. 88, 125-132.
[83] M.F. Timan, On Jackson's theorem in $L_{p}$ spaces, Ukr. Mat. Zh. 18(1)(1966), 134-137 (Russian).
[84] Timan, A. F., Theory of approximation of functions of a real variable, Translated from the Russian by J. Berry. Translation edited and with a preface by J. Cossar. Reprint of the 1963 English translation. Dover Publ. Inc., Mineola, New York, 1994.
[85] R.M. Trigub and E.S. Belinsky, Fourier Analysis and Approximation of Functions, Kluwer Academic Publisher, 2004.
[86] S. Thangavelu and Yuan Xu, Convolution operator and maximal function for the Dunkl transform, J. Anal. Math. 97 (2005), 25-55.
[87] S. Thangavelu and Yuan Xu, Riesz transform and Riesz potentials for Dunkl transform, $J$. Comput. Appl. Math. 199(1) (2007), 181-195.
[88] Vilenkin, N. J. (1968). Special functions and the theory of group representations, American Mathematical Society Translation of Mathematics Monographs 22, American Mathematical Society, Providence, RI.
[89] Vilenkin, N. J. and Klimyk, A. U. (1991a). Representation of Lie groups and special functions. Vol. 1. Simplest Lie groups, special functions and integral transforms. Mathematics and its Applications (Soviet Series) 72, Kluwer, Dordrecht
[90] Vilenkin, N. J. and Klimyk, A. U. (1991b). Representation of Lie groups and special functions. Vol. 2. Class I representations, special functions, and integral transforms. Mathematics and its Applications (Soviet Series) 72, Kluwer, Dordrecht, Netherlands.
[91] Vilenkin, N. J. and Klimyk, A. U. (1991c). Representation of Lie groups and special functions. Vol. 3. Classical and quantum groups and special functions. Mathematics and its Applications (Soviet Series) 72, Kluwer, Dordrecht, Netherlands.
[92] Wang, K. Y. and Li, L. Q. (2000). Harmonic Analysis and Approximation on the unit Sphere. Science Press, Beijing.
[93] G.V. Welland, Norm convergence of Riesz-Bochner means for radial functions, Can. J. Math., 27(1) (1975), 176-185.
[94] P. Wojtaszczyk, On values of homogeneous polynomials in discrete sets of points, Studia Math., 84 (1) (1986), 97-104.
[95] Xu, Y. (1997b). Orthogonal polynomials for a family of product weight functions on the spheres, Canad. J. Math., 49, 175-192.
[96] Xu, Y. (1997c). Integration of the intertwining operator for $h$-harmonic polynomials associated to reflection groups, Proc. Amer. Math. Soc. 125, 2963-2973.
[97] Xu, Y. (1998b). Orthogonal polynomials and cubature formulae on spheres and on balls, SIAM J. Math. Anal., 29, 779-793.
[98] Xu, Y. (1998c). Orthogonal polynomials and cubature formulae on spheres and on simplices, Methods Anal. Appl., 5, 169-184.
[99] Xu, Y. (1998d). Summability of Fourier orthogonal series for Jacobi weight functions on the simplex in $\mathbb{R}^{d}$, Proc. Amer. Math. Soc., 126, 3027-3036.
[100] Xu, Y. (1999a). Summability of Fourier orthogonal series for Jacobi weight on a ball in $\mathbb{R}^{d}$, Trans. Amer. Math. Soc., 351, 2439-2458.
[101] Xu, Y. (2000b). Funk-Hecke formula for orthogonal polynomials on spheres and on balls, Bull. London Math. Soc., 32, 447-457.
[102] Xu, Y. (2001a). Orthogonal polynomials and summability in Fourier orthogonal series on spheres and on balls, Math. Proc. Cambridge Phil. Soc., 31 (2001), 139-155.
[103] Xu, Y. (2001b). Orthogonal polynomials on the ball and the simplex for weight functions with reflection symmetries, Constr. Approx., 17, 383-412.
[104] Xu, Y. Weighted approximation of functions on the unit sphere, Constructive Approx. 21 (2005), 1-28.
[105] Xu, Y. Almost everywhere convergence of orthogonal expansions of several variables. Constr. Approx. 22(1) (2005), 67-93.
[106] Xu, Y. Monomial orthogonal polynomials of several variables, J. Approx. Theory, $\mathbf{1 3 3}$ (2005), 1-37.
[107] Xu, Y. (2005). Generalized translation operator and approximation in several variables, $J$. Comp. Appl. Math. 178, 489-512.
[108] Xu, Y. (2006). A direct approach to the reconstrution of images from Radon projections, Adv. in Applied Math., 36, 388-420.
[109] Xu, Y. (2006), Analysis on the unit ball and on the simplex, Electron. Trans. Numer. Anal., 25 (2006), 284-301.
[110] V. A. Yudin, Lower bounds for spherical designs, Izv. Ross. Akad. Nauk. Ser. Mat. 61 (1997), 211-233. English transl.: Izv. Math. 61 (1997), 673-683.
[111] A. Zygmund, Trigonometric series Cambridge U. Press, 1959.
[112] A. Zygmund, A remark on the integral modulus of continuity, Univ. Nac. Tucuman Rev. Ser., A7, 1950, 259-269.

